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Abstract

In order to ensure that analyses are appropriate for one’s research question(s), it is important to consider whether a person-centered or variable-centered approach is needed. Person-centered approaches are often not considered in situations for which they would be appropriate. To that end, a description of the characteristics and procedures of two common person-centered analyses (cluster analysis and mixture modeling) are provided. Although both analyses accomplish the same general aim – to group persons based on their similarity on a series of variables, thus providing ease of interpretation – the methods employed for each analysis differ considerably. As illustration, both analyses were applied to a sample of student data. Scores on six measures, collected during a university-wide assessment day, were used to group students via cluster analysis and mixture modeling – mastery approach, performance approach, and performance avoidance goal orientations; work avoidance; and two help-seeking orientations. Profiles were then compared to identify similarities and differences between analysis solutions. Predictive utility of the profiles was also assessed by entering them into a regression predicting GPA.

Both analyses resulted in three groups for their final solutions, based on decision criteria considered best practice for each analysis. Groupings were supported by validity evidence. Patterns of means between the cluster analysis and mixture modeling profiles were similar in terms of overall ranking and cluster-to-class assignment; however, qualitative differences among the profiles were also identified. Specifically, the mixture modeling classes did not differ very much on work avoidance and the two help-seeking variables, whereas the cluster analysis classes did. Cluster and class sizes were also
discrepant, with Class 3 consisting of many more students than any of the other clusters or classes. Regression analyses indicated that neither the clusters nor the classes meaningfully predicted GPA.

Researchers should consider person-centered analyses if their research questions so dictate; however, the different processes employed in mixture modeling and cluster analysis require that researchers also consider which analysis is most appropriate for their needs. Prior hypotheses regarding population and/or sample structure should also be considered.
CHAPTER ONE

Introduction

In a special edition of *Contemporary Educational Psychology*, Marsh and Hau (2007) put forth a serious issue facing educational and psychological research. They posited that far too many substantive researchers fail to practice good methodology, while methodologically-oriented researchers fail to perform research that is of interest to those involved with substantive domains. Their solution to this problem was the concept of methodological synergy – a fusion of substantive research with sound methodological practices. The mismatch between substantively interesting and methodologically sound research may stem from several deep-running problems that plague today’s social science research community; however, an awareness of the importance of methodological synergy can help raise the quality of research being conducted. One fundamental consideration when attempting to develop methodologically synergistic research involves the orientation one will take: does the research question dictate a variable-oriented or person-oriented approach?

**Person-Centered vs. Variable-Centered Approaches**

The majority of univariate and multivariate statistical analyses employed in psychological research is variable-centered – that is, hypotheses and research questions are typically framed in terms of the variables and their relationship to or predictive ability for the outcome of study (Bergman & Magnusson, 1997; Laursen & Hoff, 2006). However, in recent decades, there has been a push – especially among developmental researchers (e.g., Bergman & Magnusson, 1997) – to also consider a person-centered approach to some research questions. Although variable-centered analyses are certainly
appropriate when seeking predictors of an outcome, they are not necessarily appropriate when seeking to make statements about individuals (Bergman & Magnusson, 1997). This is because variable-centered methods are focused on the structure of the variables across persons, rather than the patterns of responding within persons (Marsh, Lüdtke, Trautwein, & Morin, 2009). An additional assumption underlying variable-centered methods is that the variable/outcome relationship is the same across all members of the population; however, this often not the case (Laursen & Hoff, 2006).

In contrast, the person-centered approach permits examination of the patterns and relationships among the variables at the level of the individual. Whereas the assumption underlying the variable-centered approach is that there is population homogeneity in regards to the variable/outcome relationship, an assumption of heterogeneity underlies the person-centered approach – that is, different patterns of relationships occur for different people (Bergman & Magnusson, 1997; Laursen & Hoff, 2006). Person-centered methods provide a more comprehensive and holistic view of the persons being studied, as well as a more realistic understanding of the multivariate outcomes (i.e., patterns of responses) than variable-centered methods (Magnusson, 1998).

It is important to note that both person- and variable-centered methods can be employed together when appropriate. Each approach provides a different perspective on the data, and these perspectives can be effectively joined to create a more complete picture of the results (Hair et al., 1998). For example, the variable patterns observed via person-centered methodology can be used as variables themselves in variable-centered techniques. This fusion of methodology provides an overarching picture that can make complex relationships more readily apparent (Hair et al., 1998; Laursen & Hoff, 2006).
Classification Analyses

General Overview

Logically, person-centered research questions should be answered by using analytic methodology that is also person-centered. It is here that classification analyses – also called taxonometric methods (e.g., MacCallum, Zhang, Preacher, & Rucker, 2002) – come into play. Classification analyses group persons based on their similarity on certain variables of interest (Milligan & Hirtle, 2012), shifting the focus from the variables to the person. Historically, classification analyses were more commonly employed in psychiatry rather than psychology due to the medical necessity of categorizing patients according to diagnoses (Bergman & Magnusson, 1997). However, with the recent advent of powerful computers (Magidson & Vermunt, 2002) as well as increased focus on person-centered methodology (e.g., Bergman & Magnusson 1997; Magnusson, 1998; von Eye & Bogat, 2006), classification analyses are seeing increased usage in the psychology research community at large (Bergman & Magnusson, 1997). Two common classification-type person-centered analyses that will be the main focus of this paper are cluster analysis and mixture modeling (Magnusson, 1998).

Usefulness to Psychological Measurement

Some statisticians and research methodologists object to the use of classification techniques like cluster analysis or mixture modeling altogether. MacCallum et al.’s (2002) well-known article criticizing the practice of dichotomizing continuous variables cautions against utilizing classification analyses unless absolutely necessary, positing that groups identified by such techniques are “probably an oversimplification and potentially misleading” (MacCallum et al., 2002, p. 34). However, not all methodologists feel the
same way (e.g., Bauer & Shanahan, 2007; Bergman & Magnusson, 1997; Marsh et al., 2009). Classification techniques can in fact be an effective and understandable way to capture complex interactions in data with many predictor variables (Bauer & Shanahan, 2007). The number of interactions requiring interpretation in regression analyses, for example, increases exponentially with each predictor added. Classification analyses capture these patterns and relationships in a parsimonious way, allowing for easier interpretation and understanding (Bauer & Shanahan, 2007).

The use of classification analyses also provides an empirically-based way for researchers and the general public alike to meaningfully conceptualize information. Human beings are naturally inclined to group objects based on common characteristics in ways that make them easier to remember and understand (Tan, Steinbach, & Kumar, 2006); classification analyses can provide empirical support for such groupings. In the same vein, the solutions that arise from classification analyses can support or be supported by classes or clusters already theorized to exist in certain populations or samples. Although the clusters themselves must be interpreted cautiously on their own, generating already-theorized groups can help lend support to the theory (Hair et al., 1998).

In addition to providing a way to parsimoniously conceptualize data, the usefulness of classification analyses to psychological measurement can be seen in the difference between variable-centered and person-centered approaches to psychological research. As mentioned previously, the person-centered approach considers the individual holistically, echoing Gestalt psychology’s assertion that the whole is more than the sum of its parts (Magnusson, 1998). Person-oriented theorists believe that the complexity of a
person’s psychological functioning cannot be properly understood by examining individual variables in isolation from other variables that might also impact a person’s psychological functioning. The need to study the individual holistically can be best understood when considering longitudinal research, in which the focus is on patterns across time. Participants in a longitudinal study may differ from one another on levels of a particular individual variable at a given time; but at the person level, of more interest is how participants change differently across time. That is, the focus is on patterns of individual responses over time, rather than the variables in isolation. Moreover, the person-centered longitudinal researcher is interested in the holistic functioning of the individual, which is represented in the interaction of the variables across and with time to form differing patterns of change (Magnusson, 1998; Marsh et al., 2009).

Although it is easy to see how the person-oriented approach applies to longitudinal studies, it is also applicable to most, if not all, multivariate psychological research. Arguably, the purpose of psychological research is to understand the cognitive and behavioral functioning of persons (Magnusson, 1998). However, the variable-centered approach, with its traditional focus on variables and their relationships to each other and the criteria, treats variables as if they are the actors rather than the person (Coleman, 1986). Researchers who use the variable-centered approach assume that interrelationships among variables are the same for all persons being studied. However, this is often not the case. In all research, it is important to ensure that one’s statistical approach appropriately matches the model of study (Wilkinson, 1999). It thus makes much more sense to examine the patterns of relationships – i.e., to take the person-oriented approach – than to focus on the variables alone (Magnusson, 1998).
The person-centered perspective has implications for psychological measurement, as it requires a shift in the understanding of what an individual’s “score” on an instrument means. The variable-oriented approach examines the score in relation to other people’s scores on the same scale. In contrast, the person-oriented approach examines the score in relation to the same person’s scores on the other instruments – that is, how each score fits into the multivariate pattern of all scores across the individual. A score is only understandable when considered in context (Magnusson, 1998).

If there are different patterns across persons, then it logically follows that some individuals’ patterns will be more similar than others, and can and should be grouped together to facilitate understanding. It is here that grouping techniques such as cluster analysis and mixture modeling become invaluable tools for the multivariate researcher. These groupings can be used as variables in other analyses, providing a more complete picture of how the factors of study influence the individual than the variables alone would be able to do (Bauer & Shanahan, 2007; Magnusson, 1998).

**Purpose**

Given the importance of utilizing person-centered analyses for person-centered research questions, it is vital that researchers are aware of what analyses exist and how to conduct them. To that end, this paper will provide a detailed description and comparison of two useful person-centered analyses – cluster analysis and mixture modeling. To do so, the methodological literature pertaining to each technique will be examined, points of disagreement among analysts will be discussed, and comparisons between the two analyses will be made. Additionally, situations in which one analysis may be more
appropriate than another will be described in an effort to assist researchers in making a decision about which technique to use.

In the spirit of methodological synergy, the two techniques will also be used to analyze an actual dataset. An applied example will provide the opportunity for a concrete explanation of the nuances of each technique, while issues that arise with the data will allow the demonstration of different ways of addressing problems in practice. In sum, the purpose is to inform the reader about not only the value of person-centered approaches to research, but also empirically-based methods of exploring person-centered research questions.
CHAPTER TWO

Literature Review

Given the field of psychology’s focus on the individual, a person-centered approach to research clearly has a place in psychological studies. Despite this fact, many methodologists and researchers continue to utilize variable-centered methods in situations where person-centered methods would be more appropriate (Bergman & Magnusson, 1997). Perhaps this is because many researchers are unaware of the important distinctions between the two methodological approaches; or, if they are aware, perhaps they are unsure of what analytical tools are available to conduct person-centered research. Although the overwhelming prevalence of variable-centered research makes this lack of knowledge understandable, it is important for psychological researchers to be aware of methodology appropriate for all types of research questions (Laursen & Hoff, 2006). Such awareness ensures that research is being conducted appropriately and in a manner that will provide the most insight into the object of study.

Two popular person-centered analyses are cluster analysis and mixture modeling. Both of these methods can be grouped under the heading of classification analyses – that is, analyses that group objects (typically people in psychological settings) based on similarity. Such groupings permit the individual to be examined holistically, across a range of variables. Thus, classification analyses are considered person-centered in that they are focused on the person as a whole rather than individual variables. Cluster analysis and mixture modeling have many applications in psychological research, from educational psychology to developmental psychology to psychological measurement – basically any scenario in which the person is the primary object of interest. It is thus
important for researchers to understand how to conduct these analyses and in what research situations they are most applicable.

Cluster Analysis

General Overview

One popular person-centered method is a multivariate technique called cluster analysis. The primary purpose of cluster analysis is to create groups of objects (which in the case of most social science research means people) based on certain common characteristics. These characteristics are defined by a set of variables known as the cluster variate; the variables in the cluster variate could include demographics (age, race, gender, etc.), scores on a set of measures, or levels of a latent variable. Unlike most other multivariate analyses, the purpose of cluster analysis is not to estimate the variate; rather, the purpose is to use the researcher-defined variate to compare objects (Hair et al., 1998). These objects (i.e. people) are grouped in such a way as to maximize within-group homogeneity and between-group heterogeneity – that is, objects within a group should be similar to each other, based on the variables in the cluster variate, but dissimilar to objects in other clusters (Milligan & Hirtle, 2012; Pastor, 2010).

Although cluster analysis is a multivariate technique, it is unlike many other multivariate techniques in that the groups are not known prior to beginning the analysis. Discriminant analysis, for example, seeks to differentiate among known groups based on a set, or composite, made up of the same type of variables that would be included in the cluster variate. However, where the intent of discriminant analysis is to examine multivariate differences in known groups (e.g., gender), the primary purpose of using cluster analysis is to identify groups, based on the variables (Pastor, 2010). Because of
this, the clusters are wholly dependent not only on the variables chosen by the researcher to make up the cluster variate, but also on the sample itself. Additionally, cluster analysis is strictly exploratory and non-inferential; because it is designed to impose a grouping structure on the data, it will do so whether or not groups actually exist in the data. To illustrate this, see Figures 1a and 1b (adapted from Everitt, Landau, Leese, & Stahl, 2011). Figure 1a displays a set of data points (representing persons) that clearly have no inherent structure or groupings. However, a researcher could request four clusters when applying cluster analysis to this dataset, and would probably get a grouping division something like Figure 1b, in which each “quadrant” represents a cluster. Although the divisions in this figure are clustering the most similar persons together, dividing the data in this way is meaningless and potentially misleading. It is for this reason that it is important for cluster analysis researchers to choose the cluster variate carefully, to ensure that their samples are representative of the population, and to engage in further analysis beyond just creating groups (Hair et al., 1998; Pastor, 2010).

Initial Considerations

Two of the most important initial steps when conducting a cluster analysis are the identification of 1. the objects to be classified and the population from which they will be drawn and 2. the variables that will make up the cluster variate (Lorr, 1983; Milligan & Hirtle, 2012). The objects, as the focus of the study, are the primary basis of the analysis. However, equally important are the variables, because the cluster solution is based solely on the objects’ values on the variables (Milligan & Hirtle, 2012; Pastor, Barron, Miller, & Davis, 2007). The cluster solution may differ dramatically depending on which variables are selected, so it is important for the researcher to identify the appropriate variables prior
to beginning analysis. The selection of variables may be based on practical or theoretical considerations (or both), but researchers should have an adequate rationale for their choice and should clearly outline this rationale when writing about their findings (Hair et al., 1998; Pastor, 2010). It is also important to not include too many irrelevant variables – that is, variables that do not have a bearing on identifying the clusters. Irrelevant variables may “mask” the true cluster structure and lead to a misleading solution (Milligan, 1980). Once the decision about the objects and the variables has been made, the researcher can move on to other steps in the research process.

**Impact of outliers.** Although variable selection is extremely important to the eventual clustering solution, researchers should also carefully examine the objects (i.e., cases) in their sample. Of particular importance is examining data for outliers, which can unduly influence results in potentially unfavorable ways. Whether outliers are the result of a genuinely unusual case, an instance of an underrepresented group in the population, or a data error, they can cause the cluster solution to be unrepresentative of the true structure inherent in the population (Pastor, 2010). However, the impact of outliers on the final clustering solution may depend on the type of clustering method used. One simulation study found that hierarchical methods in particular (both hierarchical and non-hierarchical methods will be described in detail later in this paper) tend to be markedly negatively affected by outliers. In contrast, the non-hierarchical centroid method was almost unaffected by outliers. In data with a large number of outliers, then, it may be advisable to utilize a non-hierarchical method rather than a hierarchical one (Milligan, 1980; Milligan & Hirtle, 2012).
There are other ways of dealing with outliers, however. As with most analyses, the outlying cases could simply be deleted. Alternatively, cluster analysis could be conducted both with and without the outliers included, and the clusters examined to determine whether the outliers are unduly affecting the solution (Milligan & Hirtle, 2012). Whatever method is chosen, it is important to report and justify one’s reasons for doing so (Pastor, 2010).

**Transforming data.** The similarity measures used to generate the clusters – and thus the clustering solutions themselves – may be substantially impacted when the variables in the cluster variate are on different scales (Fleiss & Zubin, 1969). This is because the variable(s) with the largest standard deviations tend to have the most impact, in effect weighting the clustering solution to be biased towards such variables (Anderberg, 1973). One popular method of correcting for this is to standardize the variables (i.e., convert them to z-scores; Fleiss & Zubin, 1969). Standardization has several advantages beyond the fact that it corrects for unequal weighting in the cluster solution. It makes it easier to compare among the variables, and also allows the researcher to change the scale (e.g., from hours to minutes) without affecting the standardized value (Hair et al., 1998). However, a z-score transformation is not the only method of standardization, nor is it necessarily the best method (Milligan, 1996; Milligan & Cooper, 1988; Milligan & Hirtle, 2012; Steinley, 2004).

One issue with using z-score transformations to standardize variables involves which standard deviations are used for the transformation. In the case of cluster analysis, the within-group standard deviations are seldom, if ever, known (Milligan & Cooper, 1988). As a result, the overall sample standard deviation is used instead. However, doing
so often “dilutes” the cluster separation, causing less pronounced differences in some cases and more pronounced differences between members of the same cluster in others (Fleiss & Zubin, 1969). Thus, some researchers strongly advise against using z-score transformation in many cases (e.g., Milligan & Cooper, 1988; Milligan & Hirtle, 2012). These researchers argue that standardizing variables would be inappropriate in cases where theory dictates that the clusters exist in the untransformed variable space (Milligan, 1980). In these cases, standardizing the variables by z-score conversion may cause the true solution to be distorted. As a result, it is advisable to consider other methods of standardizing variables (Fleiss & Zubin, 1969; Milligan & Hirtle, 2012).

Milligan and Cooper’s (1988) simulation study tested several different standardization methods for accuracy. Most of the methods they tested do not use the standard deviation, thus avoiding the problem described in the previous paragraph. The most effective standardization techniques utilized the range of the variable in the denominator:

\[
\frac{x}{Max(x) - Min(x)}
\]

and

\[
\frac{x - Min(x)}{Max(x) - Min(x)}
\]

These two standardization methods performed consistently well across the four clustering methods examined by Milligan and Cooper (1988). The superiority of range-based standardization methods has also been borne out in subsequent studies, and should thus be seriously considered as an alternative to z-score conversion methods (Milligan & Hirtle, 2012; Steinley, 2004).
Similarity Measures

In order to group objects into clusters – the primary purpose of cluster analysis – the criteria for determining similarity among objects must first be decided upon. This criterion can then be used to group the most similar objects together. Although similarity seems like a relatively simple concept, there are in fact several different ways in which it can be determined (Everitt et al., 2011; Fleiss & Zubin, 1969; Milligan & Cooper, 1987).

**Correlational measures.** One similarity method that has seen some historical use involves correlating every pair of objects’ values for each variable, to produce a correlation coefficient matrix. This matrix is then used in a Q-type factor analysis, and the resulting factors are considered the clusters. Each object is assigned to the factor/cluster on which it loads most strongly. Although this method may make logical sense, there are several problems with using correlations as the measure of similarity and subsequently following the correlations with factor analysis. First, an observed high correlation between two variable patterns (or profiles) could occur if the profiles were parallel yet far apart in terms of magnitude. Second, the profiles need not even be parallel to have a high correlation as long as they are linearly related. That is, they could have a high correlation, but not be practically similar (Fleiss & Zubin, 1969; Hair et al., 1998).

Figure 2, adapted from Fleiss and Zubin (1969, p. 237), illustrates this second point. Test-taker 2’s scores are exactly twice the scores of test-taker 1, plus one (e.g., for Test A, test-taker 1 received a (-1). (-1) + (-1) = (-2), and (-2) + (1) = (-1), which is test-taker 2’s score for Test A). Despite the clear dissimilarity of these two score profiles, the correlation between test-taker 1 and 2 is a perfect +1. Further complicating matters is test-taker 3, whose scores are identical to test-taker 1 except for the score on test E. From
a practical standpoint, test-taker 3 is most similar to test-taker one. However, the

correlation between 1 and 3 is .99 – lower (albeit only slightly) than the correlation

between the more dissimilar test-takers 1 and 2! Clearly, using correlation as a measure

of similarity poses problems in cluster analysis.

**Distance measures.** Technically, distance measures are a measure of dissimilarity

rather than similarity (Milligan & Cooper, 1987). They involve theoretically plotting each

object in multidimensional space, with as many dimensions as there are variables. The

larger the “distance” between the points is, the more dissimilar the objects are (Everitt et

al., 2011). Logically, objects that are closest together in this multidimensional space are

grouped together to form the clusters (Fleiss & Zubin, 1969; Hair et al., 1998). There are

many types of distance measures for all different kinds of data (i.e., continuous,
categorical, or nominal); however, this paper will only address two of the most common,

which are used for continuous data (Everitt et al., 2011). The interested reader is referred
to Anderberg, 1973; Everitt et al., 2011; and Lorr, 1983 for a more comprehensive list of

available similarity measures.

Euclidean distance is the most common of all the distance measures (Everitt et al.,

2011), and is obtained by calculating the hypotenuse of a right triangle formed from the
two points of interest (see Figure 3, adapted from Hair et al., 1998, p. 486). Euclidean
distance is intuitively appealing, as it is representative of the actual physical distance

between two points, as can be seen in the formula:

\[
distance = \left[ \sum_{k=1}^{p} w_k^2 (x_{ik} - x_{jk})^2 \right]^{1/2}
\]
where $x_{ik}$ and $x_{jk}$ are the values of the $k$th variable for persons $i$ and $j$ (Everitt, 2011). $w_k$ is a weighting term that can be applied to the variable, but is often set to 1 (though it does not have to be; Everitt, 2011; Milligan & Cooper, 1987). Squared Euclidean distance is often used to avoid having to take the square root of the calculated distance (Hair et al., 1998).

Another commonly used distance measure is the city-block method, which is similar to Euclidean distance. City-block distance is sometimes also called taxicab or Manhattan distance, since it measures distance by using a grid system resembling city blocks to determine the shortest path between the two points (Everitt et al., 2011; Milligan & Cooper, 1987). Whereas the Euclidean distance measure uses the squared difference between 2 points, the city-block method uses the absolute value of the difference:

$$distance = \sum_{k=1}^{p} w_k |x_{ik} - x_{jk}|$$

where, once again, $x_{ik}$ and $x_{jk}$ are the values of the $k$th variable for persons $i$ and $j$ and $w_k$ is the weighting term (Everitt et al., 2011).

Choosing the correct distance measure is extremely important, as there is evidence that choosing incorrectly may lead to incorrect cluster solutions (Milligan & Cooper, 1987). As mentioned previously, the Euclidean and city-block distances are to be used with continuous variables (Everitt et al., 2011); however, data may also be categorical or nominal. When data are not continuous, it would be best to use a more appropriate similarity measure (e.g., chi-square based measures; Anderberg, 1973). One should also consider the clustering method that will be used, as some methods work best
with certain similarity measures. It is thus important to be aware of issues and past research prior to choosing a similarity measure (Everitt et al., 2011; Milligan, 1996).

**Clustering Methods**

Although the overarching purpose of cluster analysis is to create homogenous groups, there are several different ways to go about the actual clustering process. These methods, or clustering algorithms, can be broken down into two main categories: hierarchical and non-hierarchical. Different methods will likely result in different clustering solutions, so it is important to understand them prior to selecting a method (Hair et al., 1998).

**Hierarchical.** Hierarchical clustering methods take one of two forms. In the agglomerative method, each case begins the process in its own cluster (i.e., initially there are the same number of clusters as there are objects). Clusters are then combined, one by one, with nearby clusters until all clusters/cases have been joined into one large cluster. In contrast, the divisive method works in reverse, with all cases grouped together in a single cluster and gradually split off to make smaller clusters. Although the procedures are essentially mirror images of one another, agglomerative methods are the ones typically used in statistical software packages as well as in most research employing cluster analysis (Hair et al., 1998; Johnson, 1967; Milligan & Cooper, 1987; Milligan & Hirtle, 2012).

**Agglomerative methods.** The main difference among agglomerative algorithms is the way in which similarity is calculated. Because the clusters that are to be combined are determined by how similar (or, in some cases, dissimilar) they are to one another, the similarity measure can impact the resulting clusters. It is thus important to consider the
distribution of one’s data as well as the research question before choosing any one method. For example, there is an agglomerative method that clusters based on closest proximity; this method is better at detecting clusters when data points are distributed in a long chain of points (e.g., all in a line) than data that has points packed closely together (Milligan & Hirtle, 2012). There are many different kinds of agglomerative algorithms; however, only the most common will be described here.

The *single* linkage algorithm begins by grouping the two objects that are closest together. It then finds the next shortest distance and adds that cluster to the first cluster – or, if the next shortest distance is between two other objects, forms a new cluster containing these two. Clusters are combined based on the distance between their closest members; for this reason, this technique is sometimes called the “nearest neighbor” method (Anderberg, 1973; Hair et al., 1998). This combining process is repeated until all objects have been combined into a single cluster. The *complete* linkage method is similar to single linkage, with one notable change – rather than calculating distance based on the closest members of two clusters, it is calculated based on the farthest members (Anderberg, 1973). Despite the apparent simplicity of these methods, simulation studies have repeatedly found that the single linkage algorithm performs the worst of all the common agglomerative methods. Complete linkage typically performs slightly better than single linkage, but still tends to perform worse than other agglomerative methods (Baker, 1974; Blashfield, 1976; Milligan & Cooper, 1987; Scheibler & Schneider, 1985). One notable exception is when substantial numbers of outliers are present, in which case single linkage tends to perform the best (Milligan, 1980). Additionally, in situations in which cluster sizes are very unequal, complete linkage is typically optimal (Kuiper &
Fisher, 1975). One main advantage of the single and complete linkage methods is that they are based on rank ordering in the data matrix, and are therefore useful for ordinal data. The other agglomerative methods must be used with interval data only (Milligan & Hirtle, 2012).

Distance in the average linkage method is calculated based on the average distance between all objects in the first cluster to all objects in the second cluster. This distance can be used in its unweighted or weighted form (Anderberg, 1973; Hair et al., 1998; Milligan & Hirtle, 2012). Accuracy of this method tends to be mixed in simulation studies (Milligan & Cooper, 1987), with it sometimes performing the best (Kuiper & Fisher, 1975; Milligan, 1980), sometimes second best (Scheibler & Schneider, 1985), and sometimes – though rarely – worse than even complete linkage (Blashfield, 1976).

The final method that will be discussed here is the most popular and – typically – the most accurate. Ward (1963) first described a method of clustering based on within-cluster variance instead of distance. In Ward’s method, group joining is based on which combinations will result in the smallest increase in within-cluster sum of squares (Anderberg, 1973; Hair et al., 1998). Simulation studies repeatedly find that Ward’s algorithm provides the most accurate clustering solution, and it is thus an often-recommended procedure for cluster analysis (Blashfield, 1976; Kuiper & Fisher, 1975; Milligan, 1980; Milligan & Cooper, 1987; Scheibler & Schneider, 1985).

**Divisive methods.** Due to the low usage of divisive methods in the research literature, divisive algorithms will not be discussed in detail here. However, as mentioned previously, they are essentially just agglomerative algorithms in reverse (Lorr, 1983; Milligan & Cooper, 1987). For example, Edwards and Cavalli-Sforza (1965) developed a
backwards Ward’s algorithm, in which clusters are split based on maintaining the smallest within-cluster variance. Although divisive methods can be more computationally complex than agglomerative algorithms, they do have the advantage of revealing the true structure of the data much sooner in the clustering process than agglomerative methods (Everitt et al., 2011).

**Non-hierarchical.** Whereas hierarchical methods involve a tree-like branching pattern from single observations to one large cluster (or vice versa), non-hierarchical methods – also called partitioning methods – do not. Instead, the number of clusters in which to classify observations is specified by the analyst in advance, based on theory or practicality. Thus, similarity measures take a somewhat lesser role in non-hierarchical algorithms, and the focus instead is on finding the best $x$-cluster solution to fit the data. To do so, a centroid (or multivariate mean – called a cluster seed in cluster analysis) is selected and all observations within a specific distance are added to the cluster associated with the cluster seed. Another cluster seed is then selected and more objects are assigned until every object is in one of the clusters. Unlike hierarchical algorithms, observations can be reassigned to different clusters throughout the clustering process (Anderberg, 1973; Hair et al., 1998; Milligan & Cooper, 1987; Milligan & Hirtle, 2012).

There are many different types of non-hierarchical clustering algorithms. Some methods select the cluster seed randomly; some use a hierarchical method as a starting point; and some require the researcher to specify the seed value. Methods also differ in how many iterations of cluster assignment they go through and the rule they use to assign objects to nearby centroids. Euclidean distance and Ward’s method play a role in some non-hierarchical methods, with distance being used to assess how close a point is to a
centroid and Ward’s method being used to select an initial cluster seed (Milligan & Cooper, 1987). Despite the wide variety of non-hierarchical methods available, only the most common will be discussed here. The interested reader is referred to Milligan (1980), Milligan (1996), and Milligan and Cooper (1987) for a thorough discussion and comparison of other non-hierarchical techniques.

**K-means.** The most common non-hierarchical technique is called k-means. There are several different k-means algorithms that have been put forth in the literature (see Milligan, 1996); however, the discussion here will focus on k-means methodology as described by Steinley (2003) and Tan et al. (2006). The basic technique of k-means involves several steps: 1. Select k initial centroids as cluster seeds 2. Use the squared Euclidean or city-block distance between each point and the centroids to assign each object to the nearest centroid 3. Recalculate each cluster’s centroid based on the assignments 4. Reassign the points based on proximity to the new centroids 5. Continue this process until the centroids do not change anymore (Steinley 2003; Steinley, 2004; Tan et al., 2006).

The repeated iterations inherent to k-means is similar to the process of maximum likelihood estimation (Magidson & Vermunt, 2002), which will be described in more detail in the mixture modeling section of this paper. Also similar to maximum likelihood estimation is the possibility of reaching a locally optimal clustering solution – one that converges but is not the best, given the data – rather than a globally optimal solution. The quality of a solution is determined by the error sum of squares (SSE), which is calculated just as it would be in ANOVA or other types of known-group analyses. Whether one reaches the global optima is highly dependent upon the starting values used, so starting
values should thus be chosen very carefully and/or multiple sets of starting values should be used (Steinley, 2003; Tan et al., 2006).

Starting values can be selected using several different methods. The least common method involves the researchers selecting the centroids themselves. However, this is not typically recommended (Hartigan, 1975). One more common approach is to use random starting values. Clustering can then be accomplished either by finding a single cluster solution based on the random centroids, or by performing multiple clusterings with multiple random starting values and then selecting the solution with the smallest SSE. However, both of these methods have been shown to produce poorly optimized solutions (Milligan, 1980; Milligan & Cooper, 1987; Tan et al., 2006). A third method of selecting starting values involves using a hierarchical method, such as Ward’s algorithm, to define a set number of clusters. The centroids from these clusters are then used as starting values for the $k$-means algorithm. This method has intuitive appeal, both because it avoids the issues caused by using random starting values and because it assists the researcher in determining how many clusters should be specified at the beginning of the analysis. Ward’s method in particular has been shown to provide accurate results in past simulation studies (Milligan, 1980; Scheibler & Schneider, 1985). As a result, several theorists recommend using this technique (Milligan & Cooper, 1987; Steinley, 2003).

**Comparison to hierarchical methods.** There is ample evidence to suggest that $k$-means methods generally outperform hierarchical methods in terms of accuracy, even under extreme error conditions, *if* the starting values used are reasonable (i.e., not random). When random starting values were used, algorithm performance suffered considerably, particularly in datasets containing various levels of error perturbation.
(Milligan, 1980; Milligan, 1996; Milligan & Cooper, 1987; Scheibler & Schneider, 1985). K-means also tends to be superior to hierarchical methods with large sample sizes, as hierarchical analyses run much less efficiently under such conditions than k-means does (Steinley, 2003). Additionally, hierarchical methods tend to be more influenced by outliers than k-means methods, which would be a distinct disadvantage in samples with a large number of outliers (Milligan, 1980). However, as already discussed, hierarchical methods have the advantage of not needing a researcher-specified number of clusters to begin the analysis, which can be a major drawback of non-hierarchical techniques. It is thus advisable to utilize hierarchical and non-hierarchical techniques together in order to benefit from the advantages of both types of methods (Hair et al., 1998).

**Cluster Solution Decisions**

Deciding how many clusters to ultimately retain – known as the stopping rule – is a largely subjective process. Researchers use general guidelines, theory, and practicality to guide their decision, but ultimately, there is no one “correct” answer to the question of how many clusters are inherent in the data. For this reason, it is imperative to clearly document and justify the steps one goes through in deciding on the final cluster solution (Hair et al., 1998).

**Simple stopping rules.** One commonly used stopping rule that can be applied to hierarchical agglomerative procedures involves an examination of a similarity value between clusters at each step. The researchers could establish a cutoff value or look for large jumps in similarity to identify a point at which the clusters that are being combined have become too dissimilar. Once that point has been determined, the researcher would then choose the number of clusters *just prior* to it in order to maximize within-cluster
similarity (Hair et al., 1998). As an example, Table 1 presents the last seven lines of an agglomeration table (the Stage and Coefficients columns) along with a researcher-generated Difference column representing the difference in magnitude from the previous stage’s coefficient and the current stage’s coefficient. Ordinarily, this table would extend all the way back to stage 1, with very small changes in the magnitude of the coefficients for the earlier stages. As indicated in the Table 1, there is a sizable jump in the magnitude of the coefficients from stage 90 to 91; there is an even larger jump from stage 91 to 92. It is up to the researcher to determine which magnitude jump is substantial enough to be considered the point at which the clusters have become too dissimilar. If the researcher decided the earlier (90 to 91) jump was large enough, he or she would probably posit that there are five clusters in the data. This is because the jump occurred at stage 91, and the cluster number just prior to this stage is 5 – that is, there are 5 clustering iterations between stage 90 and the end. If the researcher decided in favor of the later (91 to 92) jump, there would be four clusters for the same reason.

Another stopping rule process that applies to hierarchical agglomerative or divisive procedures is to examine a dendrogram. These graphs can be produced by many statistical software programs and illustrate the cluster combination hierarchy. Dendrograms resemble the roots of a tree, branching from a single cluster and terminating in a node that represents a single case (in the case of divisive methods) or combining with similar cases/clusters to eventually form one large cluster (in the case of agglomerative methods; Lorr, 1983; Milligan & Hirtle, 2012). In dendrograms, the height of the branches at the point of combination (or division) indicates how similar the cases or clusters being joined/divided are – the taller the branch, the less similar the clusters
joined by that branch (Milligan & Hirtle, 2012; Tan et al., 2006). Thus, the point at which the branches begin to grow abruptly taller indicates the point at which the clusters being combined are no longer very similar (Milligan & Hirtle, 2012). This information could then be used to inform the decision about the ultimate number of clusters to retain.

**Complex stopping rules.** Milligan and Cooper (1985) performed simulation studies examining an extensive list of statistically-based stopping rules that were independent of clustering method – that is, that could be used for either hierarchical or non-hierarchical procedures. Representing one of the most comprehensive stopping rule studies to date, (Milligan & Hirtle, 2012), Milligan and Cooper (1985) simulated data with 2, 3, 4, and 5 clusters and used each stopping rule to determine how many times the rule selected the correct number of clusters (Milligan & Cooper, 1985). Although Milligan and Cooper reviewed 30 different rules, only the most effective will be mentioned briefly here.

The most effective rule for identifying all numbers of clusters was developed by Caliński and Harabasz (1974). It utilizes the formula \[\frac{\text{trace } B/(k-1)}{\text{trace } W/(n-k)}\], where \(n=\) the number of objects, \(k=\) the number of clusters in the solution, \(B=\) the between SSCP matrix, and \(W=\) the pooled within SSCP matrix (somewhat analogous to ANOVA). This rule correctly identified the number of clusters in a total of 390 out of 432 simulations (Milligan & Cooper, 1985).

Another stopping rule, developed by Raykowsky and Lance (1978), was extremely effective at identifying small numbers of clusters – exceeded in effectiveness only by the Caliński and Harabasz (1974) method. The formula for this rule is \(\bar{c}/\sqrt{k}\), where \(\bar{c}\) is the average of the SSB/SST ratios for each variable on which the data were
clustered, and $k$ is the number of clusters in the solution. The number of groups is then selected for the solution at which the value is highest – in other words, the solution that maximized between-cluster differences. In Milligan and Cooper’s (1985) simulations, this formula functioned most accurately when there were only a few clusters (i.e., 2 to 3 clusters).

A few other stopping rules that bear mention are the one proposed by Mojena (1977) and Trace $W$, both of which are popular yet performed rather poorly in the Milligan and Cooper (1985) study. Besides Caliński and Harabasz (1974), a few other rules that consistently identified all numbers of clusters are Duda and Hart’s (1973) rule, the C-Index, and Baker and Hubert’s (1975) Gamma. Given the uncertain reliability of many stopping rules, it is advisable to use several of the better-performing ones when deciding on a final cluster solution (Milligan & Hirtle, 2012).

Although many of these algorithms and stopping rules are excellent tools for deciding on the final number of clusters to retain, the decision should also be informed by a theoretical framework. Do the clusters that are produced make sense from a theoretical and practical standpoint? If the researcher is intending to use the clusters in further research or analysis, will the clusters be useful? It is for this reason that collecting validity evidence for the clusters is a crucial part of cluster analysis (Hair et al., 1998; McIntyre & Blashfield, 1980; Milligan & Hirtle, 2012).

Validating Clusters

Although the clusters identified by cluster analysis are largely sample-dependent (Hair et al., 1998), there are ways to provide evidence for the possibility that they “actually” exist as opposed to just being a way to organize the sample data. There are
several highly technical validity analyses that can be applied to cluster analysis (see Tan et al., 2006); however, only the more common and easily applied will be discussed here. Unfortunately, it is not possible to directly test whether the cluster organization mirrors the population structure, because the purpose of cluster analysis is to identify groups in a population where groups are unobserved (McIntyre & Blashfield, 1980). However, replicability of the solution would provide some validity evidence – that is, seeing whether the clusters identified in one sample appear similarly in another sample. Some researchers perform replication by “eyeballing” the similarities between two repeated cluster analyses based on different samples; however, this kind of subjectivity introduces unnecessary bias to the validation process. Instead, there are replication methods that make the validation process more empirically based (Breckenridge, 1989).

Breckenridge (1989) proposed developing a “classification rule” based on clustering assignment in one sample. The nearest centroid technique is a good classification rule to use, and has been supported in a simulation study examining its accuracy (McIntyre & Blashfield, 1989). The nearest neighbor method of cluster assignment has also been shown to be an accurate rule (Breckenridge, 1989). This rule would then be applied to a second sample, using the centroid values from the first sample. The members of cluster 1 in the first sample are then compared to the members of cluster 1 in the second sample to assess their similarity. This comparison can be facilitated with a kappa statistic, which ranges from 0 (no similarity) to 1 (complete similarity). To the extent that the parallel clusters are similar, it can be said that the cluster solution has been replicated in the second sample (Breckenridge, 1989; McIntyre & Blashfield, 1989). McIntyre and Blashfield (1980) conducted a simulation study...
testing the extent to which kappa correlated with a measure of accuracy. They found a moderate to high correlation between the two measures, indicating that kappa may provide indirect support for the accuracy of a cluster solution as well as providing evidence for its stability.

Cluster solution accuracy can also be assessed by examining cluster composition based on variables that are known to differ across clusters. For example, suppose clusters in a dataset were formed using measures of help-seeking, self-acceptance, and worry. Also suppose that there is strong theoretical evidence that females tend to exhibit high scores on all three measures. If a cluster characterized by high levels of the measures contained more females than would be expected by chance (utilizing a chi-square analysis), this would provide evidence for the validity of the cluster (Hair et al., 1998).

Summary

Although cluster analysis has practical utility for social science research, it is only one of several classification analyses available. Indeed, the subjectivity and exploratory nature of cluster analysis has led many researchers to favor other, less sample-dependent analyses. Among the more popular of these alternative methods is mixture modeling.

Mixture Modeling

General Overview

Although cluster analysis was the primary classification analysis in the days before high-powered computers, mixture modeling has gained increasing popularity in recent years (Bauer & Curran, 2004; Magidson & Vermunt, 2002). The term “mixture” in the name refers to the assumption that a population may be made up of “mixtures” of unknown classes, or sub-populations, each of which can have their own probability
density functions and distributional form. In the case of continuous data, these probability
density functions can be summed and appropriately weighted to create the overall
population distribution (which may or may not be normally distributed). For example,
each class in a skewed population could have a normal distribution; it is only the
presence of multiple unobserved groups within the larger population that cause the
population as a whole to be non-normal (Bauer & Curran, 2004; Pastor et al., 2007;
Pastor & Gagné, 2013). The purpose of mixture modeling is to estimate distributional
parameters for these latent classes. However, because there is no known categorical
variable distinguishing the classes, they must be identified based on individuals’ patterns
of responding to the variables of interest (Bauer & Curran, 2004; Pastor & Gagné, 2013).
Mixture modeling can be thought of as analogous to factor analysis, as both models are
used to examine relationships among variables and to identify some underlying
dimension. However, the key difference is that, whereas factor analysis is used to identify
a latent continuous variable (factor) underlying the data, mixture modeling is used to
identify a latent categorical variable (Pastor & Gagné, 2013).

Unlike cluster analysis, mixture modeling uses rigorous statistical measures of fit
to help determine how many groups exist in a given population (Pastor et al., 2007). The
researcher begins by hypothesizing about the number of classes and testing how well his
or her sample data fits that model. Another model is then specified, and the fit of the data
to that model is estimated and compared to the first model. This process is repeated with
all specified models until the best-fitting solution is ultimately determined (Magidson &
Vermunt, 2002; Pastor & Gagné, 2013). Because mixture modeling lacks some of the
subjectivity of cluster analysis, it is often the preferred method of identifying underlying
classes in a sample or population, though it is not without its own limitations (Magidson & Vermunt, 2002; Pastor et al., 2007).

**Initial Considerations**

One important consideration for researchers is whether to approach the analysis via a direct or indirect approach (Pastor & Gagné, 2013). Researchers who adopt a direct approach assume that the classes they identify are groups that actually exist in the population. Conversely, those who adopt an indirect approach use the model as a statistical tool to accomplish something other than identifying groups they think exist in the population. One example of this indirect approach would be using mixture modeling to model a non-normal distribution that may not fit more common distributional models (Bauer, 2007). Determining one’s approach ahead of time is important because violating assumptions regarding the actual existence of the identified classes may lead to erroneous conclusions later on in the analysis process (Pastor & Gagné, 2013; Lubke, 2010).

Although variable standardization was an important initial consideration when performing cluster analysis, this is not the case with mixture modeling. That is, different variable scales will not affect the classification solution like they do in cluster analysis. Given the differing views regarding the most appropriate way to standardize variables in cluster analysis, this is an advantage of mixture modeling (Magidson & Vermunt, 2002; Pastor et al., 2007).

**Specifying Models**

**Choosing number of classes.** Similar to $k$-means clustering, a requirement of mixture modeling is that the researcher specifies the number of classes in advance. However, unlike $k$-means clustering, mixture modeling allows for statistical tests of
model-data fit and comparison between models with different numbers of classes (Magidson & Vermunt, 2002). As a result, it is simple to test several models with many different numbers of classes. Often, researchers will begin their analysis with a one-class model, and continue by increasing the number of classes with each successive model. This provides the researcher with a wide variety of models from which to choose the final solution (Pastor & Gagné, 2013).

As already mentioned, a mixture model analysis will typically involve testing several models with differing numbers of hypothesized classes. Although it may seem that each model is completely separate from the others due to different numbers of specified classes, this is actually not the case. Mixture models contain a mixing proportion, which represents the proportion of the sample that is in each class – essentially weighting the solution more heavily for the larger class in determining the overall distribution. In nested models, which contain nested $k$ and $k-1$ class solutions, the mixing proportion for the additional class has simply been set to zero for the smaller ($k-1$ class) model. Because the models are used for the same sample data with only a set of parameters separating them (one of which has just been set to zero for the $k-1$ class model) and all other parameters the same, the models are considered nested. Multiple models with the same parameterization (except the mixing proportion) can be nested within one another, allowing the researcher to compare several models with differing numbers of classes within the same analysis (Pastor & Gagné, 2013; Tofighi & Enders, 2008).

**Estimating parameters.** As with ANOVA and other group-based analyses, a purpose of mixture modeling is to estimate the population parameters for each class,
based on the sample data. Part of this process is the selection of the proper population and class-specific distributional form of the variables of interest. For example, it may be the case that theory suggests a negatively skewed population distribution made up of two normally distributed classes. A researcher working with this theorized population would thus specify his or her model to reflect these distributions (Pastor et al., 2007). A process called maximum likelihood (ML) estimation is often used in mixture modeling to model parameters. The purpose of ML is to identify the parameter values of the population from which the sample data were most likely obtained. Various sets of parameter values are tried out with the data, with the log likelihood (LL) representing how likely the data is under each set. The likelihood function captures the log likelihood of the data (y-axis) for various sets of parameter values (x-axis). The global maxima, or highest point of this function, captures the parameter estimates associated with the highest log likelihood. When hypothetically picturing a likelihood function having the shape of a normal curve, the global maxima would be at the peak of the curve. Unfortunately, mixture models often produce likelihood functions that have more than one peak (i.e., not as smooth as the normal curve-shaped example). Because this is the case, ML estimation may converge on a set of parameter estimates not associated with the highest log likelihood, but appears to be the highest because the estimation has gotten “stuck” on a lower peak. These lower peaks are called local maxima and are the reason that multiple estimations of the model with different random starting values are essential when performing ML estimation for mixture models (Hipp & Bauer, 2006; Pastor & Gagné, 2013; Vermunt & Magidson, 2002). Another issue that sometimes arises when attempting to converge on parameter estimates is that of singularities. A singularity occurs when a point on the
likelihood distribution spikes up to infinity, and it can cause the model to fail to converge. Sometimes beginning again with different random starting values can solve this problem, but other times it is necessary to rework the model even if it means using one that is less theoretically sound (Hipp & Bauer, 2006; Lubke, 2010; Pastor & Gagné, 2013).

When estimating mixture models, the researcher is able to constrain, or fix, various parameters (means, variances, and covariances) in the model to be equal across classes. When a parameter is constrained in this way, it is not allowed to differ across classes. In some cases, this means that the parameter must have the same value(s) for all classes. In other cases, a parameter is constrained to take on a certain value in one or more classes (e.g., a parameter is set to zero as in a latent profile model). Often, researchers will allow the means to vary across classes while constraining other parameters to be equal across classes (e.g., variances and covariances). This allows for a simpler model estimation process than a model that does not constrain any parameters (Bauer & Curran, 2004; Pastor & Gagné, 2013). However, it is important to remember that the goal is to find the best-fitting model, not just the one that is easiest to estimate.

Evaluating Model Fit

In order to determine how well one’s sample data fits the specified model, the log likelihood (LL) or, more commonly, the -2LL is calculated. LL and -2LL are based on the extent to which the sample data are likely given the estimated parameter values of the model. LL is obtained by taking the log of the likelihood estimate, and -2LL by simply multiplying LL by -2. The closer the -2LL is to 0, the better the model fits the data (Pastor & Gagné, 2013). However, it is important to keep in mind that the -2LL is not an
absolute measure of fit – that is, it is impacted by extraneous factors such as model complexity and is thus to an extent model-dependent. Information criteria (described below) are typically used to adjust for the impact that model complexity and sample size can have on the magnitude of the LL (Henson, Reise, & Kim, 2007).

Comparing across models. Although it is useful to know how well the data fit each individual model, it is also necessary to compare the models to one another to determine relative fit. There are many ways to evaluate the relative fit of the models. The most common can be easily categorized into three groups: information criteria, likelihood ratio tests, and classification-based methods (Henson et al., 2007; Pastor & Gagné, 2013).

Information criteria (IC). Among the most popular tools for model selection are information criteria (IC) measures (Vermunt & Magidson, 2002), which are based on the log likelihood. However, they correct the LL values to adjust for more complex models and allow comparison across models (Henson et al., 2007). Commonly-used information criteria for determining model fit include the Akaike Information Criterion (AIC; Akaike, 1973), consistent AIC (CAIC; Bozdogan, 1987), Bayesian Information Criterion (BIC; Schwarz, 1978), and sample-size adjusted BIC (SSABIC; Sclove, 1987). The adjustment made to the log likelihood by these four information criteria, known as a “penalty”, is based on 1. the number of parameters that are being estimated and 2. the sample size. Generally, the AIC penalizes the LL the least, followed by the SSABIC, BIC and CAIC, although this somewhat depends on sample size (Henson et al., 2007; Tofghi & Enders, 2008). Once the chosen information criterion has been computed for all models, the model with the smallest IC is chosen as the best (Pastor & Gagné, 2013). Simulation studies have shown that the SSABIC tends to be the most accurate IC, with the AIC as
the least accurate (Henson et al., 2007; Tofghi & Enders, 2008; Yang, 2006), although one recent simulation study favored the BIC as the best, particularly with large sample sizes (i.e., \( n > 500 \); Nylund, Asparouhov, & Muthén, 2007). Because of this, it may be best to report several different information criteria, but rely most heavily on the SSABIC when they disagree.

**Why not the chi-square difference test?** In many analyses that use -2LL to assess fit (e.g., nested models in confirmatory factor analysis or logistic regression), the chi-square difference test (a.k.a. the likelihood ratio test) can be used to compare across nested models and determine which one to champion. However, this is inappropriate in mixture modeling contexts because the likelihood ratio (or the difference between the two log likelihoods) does not follow a chi-square distribution. When comparing nested mixture models, the smaller model (\( k-1 \)) is not simply a separate model with a smaller number of classes; rather, one of the classes in the larger model (\( k \)) has been fixed at zero to produce the smaller model. As a result, the shape of the chi-square distribution for the larger model’s -2LL distribution is distorted, and the difference can no longer be considered chi-square distributed. This renders the chi-square difference test an inappropriate measure of comparative fit (Lo, Mendell, & Rubin, 2001; Tofghi & Enders, 2008).

**Likelihood ratio tests.** Although the \( \chi^2 \) difference test is inappropriate for examining \( k \)-class vs. \( k-1 \) class mixture models (Tofghi & Enders, 2008), there are other methods of assessing the likelihood ratio that can be used instead. One of the best known is the Lo-Mendell-Rubin test (LMR; Lo et al., 2001). Lo and colleagues corrected for the fact that the LR is not chi-square distributed by creating an adjusted distribution based on
weighted sums of chi-square values. Using the new distribution as a reference, nested models with \( k \) and \( k-1 \) classes can be compared based on the null hypothesis that they both fit the data equally well. A significant \( p \)-value indicates that the full \( (k) \) model fits the data better than the reduced \( (k-1) \) model (Tofghi & Enders, 2008). Numerous simulation studies have supported the accuracy of the LMR method in identifying well-fitting models (Henson et al., 2007; Nylund et al., 2007; Tofghi & Enders, 2008). One disadvantage of the LMR as compared to using information criteria is that the LMR can only be used to compare \( k \)-class vs. \( k-1 \) class nested models, while IC can compare both nested and non-nested models. Therefore, it is often best to use both LMR and IC in tandem.

Classification-based methods. Another method of assessing model fit involves determining how accurately the model classifies cases into appropriate classes, which is accomplished by calculating the posterior probability of a person’s membership in each class identified by the model. These probabilities are calculated using the parameters estimated by the model and each person’s actual score on the variables of interest (Pastor & Gagné, 2013; Vermunt & Magidson, 2002). In a model that does a good job classifying persons, each individual in the dataset will have a much larger posterior probability for their assigned class than for any of the other classes. Accuracy of classification can then be compared across models to determine which model classifies persons the best (Pastor & Gagné, 2013).

Classification accuracy can be used on its own to assess fit, but can also be combined with information criteria for a more robust measure (Pastor & Gagné, 2013). Two such measures – the classification likelihood information criterion (CLC) and the
integrated classification likelihood (ICL-BIC) – utilize either the -2LL or the BIC along with a classification statistic called an entropy term (E; Henson et al., 2007). E is calculated based on posterior probabilities, sample size, and number of classes. It ranges from 0 to 1, with values closer to 1 meaning that the model more accurately classifies cases than models with low E values (Henson et al., 2007; Pastor & Gagné, 2013).

**Selecting the final solution.** Having statistical information from which to make decisions about the appropriate number of classes for one’s data is clearly a benefit of a mixture modeling approach. However, these criteria should not be the only thing on which the researcher bases final model selection (Pastor & Gagné, 2013). As with cluster analysis, the principal consideration should be whether the classes make theoretical sense. It is sometimes the case that past research suggests a particular number and configuration of classes in the population of study. In these instances, it may be best to take a more confirmatory approach to mixture modeling. This kind of approach allows the researcher to test specific hypotheses by constraining parameters in a manner consistent with theory, and may provide a more meaningful solution than would be produced by relying on statistics alone (Finch & Bronk, 2011). For example, past research may suggest the existence of three sub-populations in a larger population of college students, with Group A exhibiting much higher levels of help-seeking behavior than Group B, which in turn exhibits higher levels than Group C. The researcher can then model this constraint (Group A > Group B > Group C) to test this hypothesis.

Another consideration when choosing a model is the size and configuration of classes. Perhaps statistical criteria indicate that a 3-class solution describes the data better than a 2-class solution; however, the third class only contains a small fraction of the
sample. Not only might such a small class be more trouble to deal with than it is worth, such a situation could result in unstable parameter estimates for the small class if the sample size is not sufficiently large. As with all decisions regarding final model selection, however, theory should ultimately guide the decision of whether to retain the small class (Pastor & Gagné, 2013).

In a related vein, the researcher should also examine the patterns of variables within each class. With classification analyses, it is sometimes the case that, rather than identifying classes with qualitatively distinct patterns of responding, the analysis is simply categorizing a continuous variable. For example, a two-class solution may consist of a class with individuals who were high on all measures, and a second class with individuals who were low on all measures. While there are technically two groups of responders in this situation, such a classification would not provide any meaningful information to the researcher (McLachlan & Peel, 2000; Pastor & Gagné, 2013).

A final issue that may arise when choosing a model involves the issue of using information criteria to choose among models. As already discussed, using information criteria to choose among models involves penalizing models with more parameters – that is, more complex models. As a result, when evaluating IC, models with a large number of parameters could be rejected in favor of models with fewer parameters. Because of this, it is often advisable to present several plausible models rather than attempting to narrow the final solution down to just one model (Lubke, 2010).

**Validity Evidence for Classes**

Like cluster analysis, providing validity evidence for the classes identified by mixture modeling analysis is an important step in the analysis process. Replication with
different samples is always a good way to validate classification results. However, mixture modeling also provides some other, unique methods of validation that can be employed (Lubke, 2010; Pastor & Gagné, 2013).

The accuracy of a classification solution is best supported by determining if the classes relate to other variables, called correlates, in theoretically expected ways (Clark, 2010). One popular method of investigating correlate/class relationships involves assigning persons to the class for which they have the highest posterior probability, and then using the correlates and resulting groups in subsequent analyses such as ANOVA or chi-square. However, issues can arise when using the classification accuracy of the model is not strong. To illustrate, an individual who was assigned to a class because they had a posterior probability of .99 would be considered the same as an individual who was assigned to the same class with a posterior probability of .51. However, this poses obvious practical issues. This method of validation ignores the accuracy of class assignment and should thus not be used (Clark, 2010; Pastor & Gagné, 2013).

Alternatively, correlates can be included in the mixture model along with the classification variables as latent class predictors or outcomes (Clark, 2010). This approach has the disadvantage of potentially causing the classification structure to change once the correlates are included in the model (Asparouhov & Muthén, 2013; Marsh et al., 2009). Several methods have been proposed to address this issue (Asparouhov & Muthén, 2013).

One correlate-included method that also addresses the issue of class assignment accuracy is the pseudoclass drawing method (Lanza, Tan, & Bray, 2013). In this process, each case is assigned to a “pseudoclass” by randomly drawing from their posterior
probability distribution created during the mixture modeling analysis. The correlate statistics (e.g., means, variances, etc.) are then calculated after each pseudoclass draw and averaged across all pseudoclasses to get the final statistics. It is this final set of statistics that are used in analyses examining the relationship between the correlate and the classes (e.g., regression). This method has been shown to work well when classes are highly separated; however, there is an even better validity method that can be used (Asparouhov & Muthén, 2013; Pastor & Gagné, 2013; Wang, Brown, & Bandeen-Roche, 2005).

Asparouhov and Muthén (2013) described a three-step method of class validation. First, the latent classes are identified as usual. Next, a class indicator is calculated for each person, based both on the posterior probabilities as well as a term that takes assignment uncertainty into account. Finally, this modified class assignment is used in further analyses with the correlate, such as logistic regression (Asparouhov & Muthén, 2013). Lanza et al. (2013) described a similar method that used Bayesian methodology to calculate the posterior probabilities. Both methods have been shown to produce accurate results and are excellent ways of validating the classes that are identified in mixture modeling.

Comparing Mixture Modeling and Cluster Analysis

Main Differences

Clearly, there are many similarities between direct approaches to mixture modeling and cluster analysis. Their primary purpose – grouping persons based on their levels on particular variables – is identical. However, the methods by which this purpose is accomplished and the assumptions underlying the groupings are quite different (DiStefano & Kamphaus, 2006).
The major difference between cluster analysis and mixture modeling is that mixture modeling is a model-based procedure whereas cluster analysis is not. A model-based approach is based on a hypothesized model of the larger population from which the sample data is drawn (Magidson & Vermunt, 2002). In the case of mixture modeling, the theorized model is that there is a mixture of sub-populations whose distributions on the variables are characterized by a class-specific multivariate probability density function. It is the existence of these sub-populations within the larger population that are causing heterogeneity in the population (Pastor et al., 2007; Pastor & Gagné, 2012). In contrast, cluster analysis is a non-inferential procedure. This means that the identified clusters apply to the sample only; no attempt to make assumptions about groupings in the population can be made. Also, no probability density function or distribution is specified in cluster analysis as it is in any statistical model. This is also the reason that no statistical tests of the clustering solution exist for cluster analysis (Hair et al., 1998; Magidson & Vermunt, 2002; Whiteman & Loken, 2006).

Views regarding the nature and function of the class/cluster variable in each analysis are also different. In cluster analysis, groups are imposed on the data based on object similarity or proximity. The actual existence of such groups in the population is not an assumption of cluster analysis, and the clusters are not considered to result from an actual latent categorical variable. As a result, it is unsurprising that different clustering algorithms frequently result in different clustering solutions (Hair et al., 1998; Pastor, 2010; Whiteman & Loken, 2006). In contrast, in a direct approach to mixture modeling, it is assumed that there is an actual (though unobserved) categorical variable, which – depending on the parameterization employed – either moderates (in the case of freely
estimated models) or fully explains (in the case of models that impose local independence) responses on the indicator variables. Thus, rather than assigning persons to groups based on similarity to one another or proximity to the group centroid, the focus in mixture modeling (at least for researchers who opt for the direct approach) is to assign individuals to the latent group to which they most likely actually belong (Pastor et al., 2007; Whiteman & Loken, 2006).

**Deciding Between Methods**

Despite the similarity of purpose inherent in both cluster analysis and mixture modeling, their differences beg the question of which method should be used in situations where classification analysis is needed. Given the growing usage of mixture modeling techniques and the increased statistical stringency they provide (Magidson & Vermunt, 2002), there are many researchers who support the use of mixture modeling over cluster analysis (e.g., Magidson & Vermunt, 2002; Meehl, 1992; Pastor et al., 2007). Comparative and simulation studies also often indicate that the mixture modeling provides more accurate classification than cluster analysis (DiStefano & Kamphaus, 2006; Magidson & Vermunt, 2002; Whiteman & Loken, 2006). However, there are advantages and disadvantages to each method that should be considered before making a decision about which technique to use.

**Cluster analysis.** Although the inability to make inferences from the clustering solution to the population could be considered a disadvantage of cluster analysis, in some cases its non-inferential nature may be appropriate. Perhaps a researcher has collected questionnaire data prior to implementing an intervention in a particular classroom. The researcher would thus be interested in the sample data only, and cluster analysis may be a
flexible and useful way to group students based on their questionnaire responses. Cluster analysis’ non-inferential quality may also be appropriate when a researcher is attempting to develop a theory or hypothesis about his or her data, based on the sample members. In such cases, the researcher may be more interested in the characteristics of individuals who are similar to one another than in the characteristics of an actual latent group. Thus, cluster analysis would be more suitable in this situation than would mixture modeling (Hair et al., 1998). Another advantage of cluster analysis over mixture modeling is that, because parameters are estimated using maximum likelihood estimation, mixture modeling requires large sample sizes (Enders, 2005). In situations where sample sizes are low, cluster analysis may be a better choice. Finally, unlike mixture modeling, cluster analysis does not require that a class-specific probability distribution be specified (Pastor et al., 2007). For researchers who do not have a good sense of what distribution they should choose, cluster analysis may be a better choice.

However, there are situations in which cluster analysis is at a disadvantage. The subjective nature of the decision-making process and the lack of statistical tests to assess the clustering solution are two major shortcomings of cluster analysis (DiStefano & Kamphaus, 2006). A related disadvantage is that cluster analysis will always produce clusters, even in a sample where clustering may be unnecessary or even inappropriate. This tendency has the potential to be misleading if the researcher is not aware of it, or does not collect validity evidence for the clusters (Meehl, 1992). Although this is also the case for mixture modeling – the analysis will always provide a $k$-class solution if one is requested – there are many more ways to tell which solution is best than there are in cluster analysis. As a final limitation, the clustering solution is completely dependent
upon the indicator variables. The addition or removal of any one variable may completely change the clustering result, which is obviously a disadvantage when attempting to draw conclusions regarding the sample of interest (Hair et al., 1998; Pastor et al., 2007). However, this is a potential disadvantage of mixture modeling as well.

**Mixture modeling.** Utilizing a model-based approach like mixture modeling has the major advantage of being less subjective than cluster analysis and allowing for the application of statistical tests of model-data fit (Magidson & Vermunt, 2002). The flexibility of mixture modeling is also an important benefit, as parameters can be constrained to any degree specified by the researcher. The ability to fix parameters makes mixture modeling ideal for a more confirmatory approach to research, particularly when previous findings suggest a particular data structure (DiStefano & Kamphaus, 2006; Magidson & Vermunt, 2002; Whiteman & Loken, 2006). Another advantage of mixture modeling over cluster analysis is the lack of necessity to standardize the variables. As discussed previously, there is some disagreement regarding the best method of standardizing variables in cluster analysis (e.g., Fleiss & Zubin, 1969; Milligan & Cooper, 1988; Steinley, 2004). However, in mixture modeling, variable scaling is not an issue, and thus variables do not need to be standardized prior to running the analysis (Magidson & Vermunt, 2002). A final major advantage of mixture modeling is the possibility of fractional class membership – that is, a given individual does not absolutely belong to one class or another (Magidson & Vermunt, 2002).

One disadvantage of mixture modeling is that the number of classes must be specified in advance. The exploratory nature of cluster analysis makes it ideally suited for identifying a grouping structure when there is no previous theory to suggest one (Hair et
It is important to note that mixture modeling researchers do often run multiple models with different numbers of classes, which allows them to take an exploratory approach akin to performing $k$-means cluster analysis with different numbers of clusters (Pastor & Gagné, 2013). However, there is no mixture modeling method analogous to hierarchical cluster analysis, which can suggest the best number of clusters when the researcher has absolutely no idea where to begin. As another disadvantage of mixture modeling, one simulation study has suggested that mixture modeling may perform poorly when variable variances are unequal or when there are a large number of classes (Steinley & Brusco, 2011). A final disadvantage pertains to the necessity of specifying the class-specific distributional forms in advance of running the models. If the distributional form is misspecified, there is some danger of spurious classes being adopted – that is, the analysis may suggest a particular number of classes when in fact fewer classes actually exist (Bauer & Curran, 2004).

Given the various advantages and disadvantages inherent to both cluster analysis and mixture modeling, the current study compared the two methods. Marsh and Hau’s (2007) principle of methodological synergy was utilized via an applied example of both techniques. Both substantively useful and methodologically sound, this example effectively illustrates cluster analysis and mixture modeling and, hopefully, facilitates greater understanding of the methodology involved in conducting these classification analyses.

**Applied Example: Theoretical Background**

For the applied example, both cluster analysis and mixture modeling were conducted using college students’ scores from several different measures that relate to
student success. Identifying groups based on patterns of responding to success-related measures has utility for the higher education professional. The groupings could be used in subsequent analyses to determine the nature and extent of their relationship to student success (typically GPA), and perhaps assist in early interventions with at-risk students.

However, before students can be classified based on particular variables, the variables must be selected. The university of study, like many other universities, currently employs a variable-centered approach to predicting student success, utilizing variable-centered methods such as multiple regression. Because of this, some detail is already known regarding which variables best predict student GPA within a variable-centered analysis. Utilizing similar variables in the classification analyses is an excellent place to start, as their utility at predicting success has already been established both in practice and in previous literature. However, whereas using variable-centered analyses inherently assumes that groups are homogeneous on the variables, employing person-centered analyses allows individuals to differ across the variables. This provides information about groups and individuals that is not provided by variable-centered methods alone. An additional advantage of applying person-centered analyses to these same variables is that – as already discussed – it will be much easier to notice and examine complex interactions among the variables than by modeling interaction within a variable-centered method (e.g., regression). Having captured the complex interactions inherent in the data, the pattern profiles can then, in turn, be used in analyses such a multiple regression to predict student success.

What might the groups identified by the classification analyses look like? Perhaps some students exhibit adaptive patterns on the grouping variables – high scores on all the
“good” variables (those typically positively related to academic success) and low scores on all the “bad” ones (those typically negatively related to success). Other students may exhibit maladaptive patterns – low scores on all the “good” variables and high on all the “bad” variables. Still others may exhibit patterns that fall somewhere in the middle. Figure 4 provides an example graph of profiles that may emerge, based on the grouping variables that will be described below. Cluster/class 1 in this example graph is the adaptive cluster – they are high on mastery approach and performance approach, and are low on performance avoidance, work avoidance and the maladaptive help-seeking orientations. In contrast, cluster/class 2 exhibits an opposite pattern, being low on the adaptive goal orientations and high on performance avoidance, work avoidance, and help-seeking. Class/cluster 3 exhibits an interesting pattern – students in this group are high on the mastery approach orientation, but are low on the performance goals and the maladaptive variables. From this example graph, it is easy to see how useful classification analyses can be, providing a quick overview of the relationships inherent in the data.

To that end, a brief theoretical background will be given for each variable in the current study before describing the analysis process. Grouping variables will be described first. These variables are used to create the clusters and classes for cluster analysis and mixture modeling. The next set of variables described are those that were used for validity evidence. The validity evidence variables are related either to student success, the grouping variables, or both. The validity variables were examined for each cluster and class, to provide evidence that the clusters and/or classes make sense from a theoretical perspective. The grouping variables that were used are achievement goal orientation
(mastery approach, performance approach, and performance avoidance), work avoidance, executive help-seeking, and help-seeking threat. The validity variables are self-acceptance, help-seeking avoidance, conscientiousness, and openness.

**Grouping Variables**

**Goal orientation.** Motivation to learn and succeed has been consistently and positively related to academic success (Elliot & McGregor, 2001; Elliot, McGregor, & Gable, 1999; Linnenbrink & Pintrich, 2002), in Anglo-American students as well as across cultures (Zusho, Pintrich, & Cortina, 2005). Robbins, Davis, Lauver, and Langley’s (2004) exhaustive meta-analysis of studies examining psychosocial factors that predict college outcomes found academic motivation to be the second most powerful predictor of academic achievement, only exceeded in importance by the related concept of academic self-efficacy. Although motivation is important to success, research has also indicated that the type of motivation has a significant impact on the depth of learning and, thus, overall academic success.

Dweck (1986) described two kinds of motivational approaches: mastery and performance goal orientations. Students who endorse a mastery-approach goal orientation tend to enjoy the challenge of learning and seek to truly understand and master the material, leading to an increased likelihood that they will work hard to overcome obstacles to learning and, thus, ultimately succeed. Conversely, students who endorse a performance-approach goal orientation seek success to increase others’ opinions of their ability. Consequently, students who adopt a performance orientation may tend to avoid challenges and may give up in the face of adversity. In addition to the mastery and performance distinction, an approach/avoidance component has been proposed (Elliot &
McGregor, 2001), resulting in a 2x2 framework. That is, students may approach academic situations with the goal of developing competence (mastery-approach), rather than concern over inability to develop competence (mastery-avoidance). Similarly, students may approach academic situations for the purposes of demonstrating competence (performance-approach) or avoiding the appearance of lack of competence (performance-avoidance). It is important to note that these orientations are not mutually exclusive within an individual – for example, a person may be high on both mastery approach and performance approach. Adoption of both mastery and performance approach orientations typically result in student success, though the literature is mixed (Ames, 1984; Barron & Harackiewicz, 2001; Finney, Pieper, & Barron, 2004; Petersen, Louw, & Dumont, 2008; Richardson, Bon, & Abraham, 2012). For purposes of this study, the mastery approach and performance approach orientations were considered adaptive, and the performance avoidance orientation were considered maladaptive (Barron & Harackiewicz, 2001; Elliot & McGregor, 2001). All three orientations were used as grouping variables.

**Work avoidance.** The concept of work avoidance pertains to a student’s motivation to work hard academically. As the term implies, students who are high in work avoidance seek the path of least resistance – a way to “get by” in college without necessarily needing to learn or benefit from their experience (Brophy, 1983). Predictably, work avoidance has consistently been linked to poor academic achievement (Barron & Harackiewicz, 2003). It is also consistently negatively related to mastery goal orientations – that is, the desire to learn for learning’s sake – which in turn strongly predicts academic achievement (Barron & Harackiewicz, 2003; Pieper, 2003). Previous
person-centered research has found high levels of work avoidance in profiles of students who put forth less effort in low-stakes testing contexts (Barry, Horst, Finney, & Kopp, 2010), making it an important factor to consider when predicting overall academic success.

**Help-seeking behavior.** Adaptive academic help-seeking behavior has been consistently related to academic success (Karabenick, 2003; Karabenick & Dembo, 2011; White & Bembenutty, 2013). Learning to ask for help in a constructive and self-educational way is an important step in becoming a self-regulated learner. Self-regulated learners are more cognitively engaged in their learning material than non-self-regulated learners, and are thus more prone to academic success (Karabenick & Dembo, 2011; White & Bembenutty, 2013). Adaptive help-seeking is particularly important in the college environment, where large classes are the norm and professors are less accessible than they might have been during a student’s high school experience (Karabenick, 2003).

Despite the importance of engaging in help-seeking, however, some students are unwilling to seek help when they need it, whether from professors or even their peers (Karabenick & Dembo, 2011; Karabenick & Knapp, 1991). Students who do not wish to seek help may believe that asking for help is a sign of weakness or a source of embarrassment, or they may view help-seeking as a hazard to their self-esteem. These types of help-seekers (or rather, non-help-seekers) experience what Karabenick (2003) calls *help-seeking threat*. High levels of help-seeking threat are often correlated with poor academic performance. However, students who are able to overcome threatening feelings and ask for help anyway are typically more academically successful than students who do not (Karabenick & Knapp, 1991).
In contrast to not seeking help at all, some students seek help for maladaptive reasons. One such type of help-seeking is called *executive help-seeking*, and occurs when a student is asking for help in order to avoid having to expend time and effort on a problem. An executive help-seeking strategy fosters dependence on others and does not facilitate the executive help-seekers’ learning and ultimate success (Karabenick, 2003; Karabenick & Knapp, 1991). It is thus unsurprising that, like help-seeking threat, students exhibiting high levels of executive help-seeking tend to perform poorly in academic settings (Karabenick, 2003).

Karabenick (2003) identified three other types of help-seeking in addition to the executive and threat types described above – instrumental help-seeking, formal help-seeking, and help-seeking avoidance. Unlike executive help-seeking, *instrumental help-seeking* is adaptive – instrumental help-seekers are seeking assistance to learn and understand the material rather than seeking someone to do the work for them. *Formal help-seeking* pertains to the source of the sought help. Individuals high on formal help-seeking look to professors or other authority figures for help whereas individuals low on formal help-seeking look to peers. Finally, *help-seeking avoidance* is similar to help-seeking threat. However, whereas help-seeking threat is merely a reluctance to seek help for fear of appearing ignorant or weak, those high in help-seeking avoidance *do not* seek help – whether because they are acting on feelings of help-seeking threat or some other reason. Further differentiating the two types of help-seeking, there is some indication that the two types of help-seeking (threat vs. avoidance) may differ in their relationship to sources of help (i.e., students with high levels of help-seeking threat may be more likely to seek help from informal sources whereas help-seeking avoiders may not seek help
from either formal or informal sources). However, studies do indicate a strong relationship between help-seeking threat and help-seeking avoidance (Karabenick, 2003).

Studies have also indicated there is a relationship between several types of help-seeking and the mastery approach, performance approach, and performance avoidance goal orientations. Mastery approach tends to be positively related to instrumental and formal help-seeking (Karabenick & Knapp, 1991; Roussel, Elliot, & Feltman, 2011), and negatively related to help-seeking threat, help-seeking avoidance, and executive help-seeking (Karabenick, 2003; Karabenick & Knapp, 1991). Performance approach and performance avoidance tend to be positively related to help-seeking threat, help-seeking avoidance, and executive help-seeking (Karabenick, 2003; Roussel et al., 2011).

When Karabenick (2003) used cluster analysis to investigate profiles based on all five help-seeking subscales, he found four clusters representing both strategic (high on instrumental and formal help-seeking) and non-strategic help-seeking patterns. However, a later study by Finney, Barry, Horst, and Johnston (2014) failed to replicate Karabenick’s clusters, instead finding all strategic clusters that diverged only on help-seeking threat, help-seeking avoidance, and – to a lesser degree – executive help-seeking. Given that instrumental and formal help-seeking did not differentiate well among profiles, the current study investigated only the other three help-seeking variables, utilizing help-seeking threat and executive help-seeking as grouping variables and help-seeking avoidance as a validity variable. In sum, the grouping variables that were used in the current study are: mastery approach, performance approach, performance avoidance, work avoidance, executive help-seeking, and help-seeking threat.
Validity Evidence Variables

**Self-acceptance.** Self-acceptance – also called self-esteem, self-worth, or positive self-concept – is an individual’s feelings about his or her abilities and worth that impact one’s beliefs, decisions, or actions (Ryff, 1989). The concept of self-acceptance is usually found to have a positive impact on academic adjustment and achievement (e.g., Wang et al., 2012; Mooney, Sherman, & LoPresto, 1991). This may be because a student with a high sense of self-worth is typically motivated to maintain it, thus working harder in school and being more likely to succeed academically (Richardson et al., 2012; Robbins et al., 2004). In addition to being a motivating factor, students with a positive self-concept are more likely to believe they can succeed, thus prompting them to set attainable goals and cope effectively with any challenges they face while pursuing those goals (Chemers, Hu, & Garcia, 2001). Finally, self-acceptance can lead to general adjustment to college (Mooney et al., 1991), which in turn can have a powerful impact on eventual academic success (Strahan, 2002; Wintre et al., 2011). As a result, high levels of self-acceptance may been seen in any “adaptive” clusters/classes that may be identified in the current study.

Historically, self-acceptance has not been included in person-centered studies involving help-seeking and/or achievement goal orientation (e.g., Finney et al., 2014; Karabenick, 2003; White & Bembenutty, 2013). However, a more recent study of international students utilized self-acceptance as a grouping variable along with help-seeking and work avoidance, and found that it differentiated among clusters well (Pyburn, Horst, & Erbacher, 2014). Given its lack of widespread use, however, it was
decided to include self-acceptance as a validity variable in the current study rather than a grouping variable as in the Pyburn et al. (2014) study.

**Help-seeking.** As discussed above, help-seeking avoidance tends to be highly related to help-seeking threat. Additionally, both help-seeking avoidance and help-seeking threat exhibit similar relationships to goal orientation and academic success (Karabenick, 2003). Given that help-seeking avoidance tends to “hang together” (i.e., be similarly related, at least in a variable-centered sense) with help-seeking threat and executive help-seeking, help-seeking avoidance scores were used to provide supporting validity evidence for the clusters and classes found in the current study.

**The Big Five.** The Big Five personality factors – openness, conscientiousness, extraversion, agreeableness, and neuroticism – are well-known in psychological research, and have been investigated for their potential impact on everything from job performance (Barrick & Mount, 1991) to attachment styles (Shaver & Brennan, 1992) to vengeful tendencies (McCullough, Bellah, Kilpatrick, & Johnson, 2001). There has also been substantial research investigating their relationship to academic achievement. Results of such studies have been mixed, but fairly consistently indicate that the Big Five can have a substantial impact on academic achievement, (Trapmann, Hell, Hirn, & Schuler, 2007), in some cases even surpassing traditional academic indicators like the SAT in predicting success (Conard, 2006).

Unsurprisingly, conscientiousness is typically the factor most related to academic achievement (Poropat, 2009). Defined as the tendency to be extremely organized and success-oriented, individuals who are high in conscientiousness are naturally suited to succeed in an academic setting (Richardson, Abraham, & Bond, 2012). Studies and meta-
analyses examining the relationship between the Big Five factors and academic achievement consistently point to conscientiousness as an effective predictor of success indicators such as GPA (Conard, 2006; Poropat, 2009; Trapmann et al., 2007), so it should be considered in studies seeking to predict academic achievement.

Openness is also fairly consistently related to academic performance. Individuals who are high on this factor tend to be resourceful, forward-thinking, and insightful, characteristics that are beneficial in academic settings (Poropat, 2009; Richardson, Abraham, & Bond, 2012). Although conscientiousness is almost always the Big Five factor that is most related to academic achievement, studies often find openness to be the next strongest predictor (de Raad & Schoewenburg, 1996), although this relationship is not always significant (Trapmann et al., 2007; Richardson et al., 2012). However, overall, openness seems to be an acceptable predictor of academic success (Poropat, 2009).

Results for the other Big Five factors are inconsistent. Some studies suggest that neuroticism is negatively associated with academic achievement (de Raad & Schoewenburg, 1996) whereas others find no relationship (Huq, Rabman, & Mahmud, 1986). Similarly, extraversion may be negatively related to success (Furnham, Chamorro-Premuzic, & McDougall, 2003) or not related at all (Trapmann et al., 2007), although meta-analyses suggest that it is typically not a strong predictor (Poropat, 2009). Agreeableness is typically not related to academic achievement at all (Furnham et al., 2003; Poropat, 2009). Given these findings, the present study focused on conscientiousness and openness as validity variables for the clusters and classes, with the expectation that members of “adaptive” clusters and classes will exhibit higher levels of conscientiousness and openness than the less adaptive clusters.
Other validity variables. In addition to the variables described above (self-acceptance, help-seeking avoidance, conscientiousness, and openness), two other variables will be used as validity evidence: gender and academic major. Finding differences among clusters on known groups can provide further support for the cluster solution. For example, perhaps “adaptive” clusters may contain more females than would be expected by chance. This would provide support for the cluster, given females’ higher levels of overall academic success (DeBerard, Spielmans, & Julka, 2004) suggest that they may employ more adaptive strategies in academic success-related areas. Similarly, the clusters/classes may be split by, for example, STEM majors vs. arts/humanities, given what has been theorized about these majors’ different “cultures” (e.g., Davidson, 2008; Välimaa, 1998).

Past Research and Present Rationale

Previous studies have employed classification analyses to examine some of these variables in relationship to academic success in the past. As already discussed, Karabenick (2003) and Finney et al. (2014) both studied help-seeking from a person-centered perspective, utilizing cluster analysis and mixture modeling, respectively, to identify profiles of respondents. White and Bembenutty (2013) also utilized cluster analysis to examine help-seeking profiles. All three of these studies employed some conceptualization of achievement goal orientation as validity evidence, as help-seeking is highly related to goal orientation (Karabenick, 2003); additionally, Finney et al. (2014) added work avoidance to the achievement goal construct when they examined validity evidence for their classes. Finally, Pyburn et al. (2014) utilized two help-seeking scales (executive and threat) and work avoidance to cluster international students; however, the
other achievement goal orientations were not included in this study and the sample was very specific (i.e., international students). To date, no studies have applied classification analyses to the achievement goal orientations and selected help-seeking scales together to create profiles in a non-specific college student sample. It is for this reason that the variables described above were selected for the current study.

**Research Questions**

Given the theoretical relationship between student success and the variables described above, as well as the aims and utility of cluster analysis and mixture modeling, the current study addressed the following research questions:

1. Are there typologies of students based on achievement goal orientation, work avoidance, and help-seeking that can be identified using both cluster analysis and mixture modeling? Are these typologies supported by validity evidence?

2. What differences will be observed in the profiles identified by cluster analysis and mixture modeling? How do the analyses’ differences impact the findings?

3. Can these typologies be used to predict student success?
CHAPTER THREE

Methods

Participants and Procedure

Study participants were undergraduate college students at a mid-sized public university in the mid-Atlantic United States. All first-year undergraduate students at the university in which the current study was conducted are required to participate in an Assessment Day, which takes place a few days before the start of the semester. During Assessment Day, cognitive and non-cognitive instruments are administered to each student based on random room assignment. Assessment Day test administration is strictly standardized across rooms and testing session. All room proctors read the same instruction to students informing them about the test-taking procedures, the importance of the assessments to the university, and their right to informed consent. All proctors are trained, and each room is led by two proctors who oversee the room, distribute test materials, and answer any questions the students may have.

Assessment data from the 2009 student cohort were analyzed in the current study. The 2009 cohort was chosen because it is the most recent cohort that completed all the scales addressed in this study. Students completed the scales during first-year orientation for the fall 2009 semester; the GPA variable that served as the dependent variable for research question 3 is from the end of the fall 2009 semester – that is, it is students’ GPA at the end of their first semester at the university. All students completed all the scales of interest. See Table 2 for demographic information. The gender and ethnic breakdown is typical of the university as a whole, as is the average age at time of survey completion. In order to determine whether gender and major were independent from one another in this sample, a chi-square analysis of gender by major was conducted. Results indicated more
females than expected in Education and Nursing (standardized residual >1.96; see Table 3), and more males than expected in Business/Economics and STEM majors.

**Measures**

**Goal orientation.** To address motivation, Elliot and McGregor’s (2001) Achievement Goal Questionnaire (AGQ) was selected. The AGQ is an adaptation of Dweck’s (1986) motivational theory of mastery versus performance achievement goals, expanded to include an approach/avoidance dichotomy within each category. The AGQ consists of four sub-scales representing the four achievement goals. Several studies have supported the four-factor structure (i.e., mastery-approach, mastery-avoidance, performance-approach, and performance-avoidance) of scores from the scale (Elliot & McGregor, 2001; Finney, Pieper & Barron, 2004). High subscale scores indicate high levels of each achievement goal orientation. For the current study, the mastery avoidance subscale was not included, both because the measurement properties of this subscale are weak and because the construct is less well-defined than the other three orientations. See Table 4 for Cronbach’s alpha internal consistency reliability estimates for the current study. For sample items and more detail about the subscales used in this study, see the table in Appendix A.

**Work avoidance.** The work avoidance subscale utilized by Pieper (2003) and based on Harackiewicz et al. (2000) was administered. This scale contains four items pertaining to students’ willingness to put forth work in their classes for the semester. One item is reverse worded. After appropriate reverse coding, high scores on the subscale indicate high levels of work avoidance. Pieper (2003) reported a Cronbach’s alpha of .82.
for the work avoidance scale. See Table 4 for Cronbach’s alpha values for the current study.

**Help-seeking.** Karabenick’s (2003) help-seeking scale consists of five sub-scales measuring different aspects of help-seeking. All five subscales were administered; however, only data for the executive help-seeking, help-seeking threat, and help-seeking avoidance were analyzed in the current study. High scores on the subscales indicate high levels of the help-seeking orientation. The scale’s author reported Cronbach’s alpha values of .78, .77, and .77 for executive help-seeking, help-seeking threat, and help-seeking avoidance, respectively. See Table 4 for Cronbach’s alpha values for the current study.

**Self-acceptance.** The self-acceptance sub-scale of Ryff’s (1989) Psychological Well-Being Scale was administered. According to the scale’s author (Ryff, 1989), individuals who score highly on the self-acceptance sub-scale exhibit positive attitudes about themselves and are accepting of both their good and bad traits; low scorers tend to express unhappiness with themselves and their past. For the current study, a shortened version of the self-acceptance scale, consisting of 9 items rather than 20, was administered. Three of the items are reverse worded. After reverse scoring for these three items, high scores of the subscale indicate high levels of self-acceptance. The scale correlates moderately with other known measure of self-acceptance, and test-retest reliability for the original study was .85 (Ryff, 1989). See Table 4 for Cronbach’s alpha values for the current study.

**The Big Five.** Although there are several measures addressing the Big Five, John, Donahue, and Kentle’s (1991) Big Five Inventory (BFI) was administered in the current
study. Past research has supported the reliability and validity of this measure (e.g., John & Srivastava, 1999), and its simplicity and short length (44 items) make it ideal for administration in a university setting. Cronbach’s alpha values for the BFI subscales are typically around .83 (Benet-Martínez, & John, 1998; John & Srivastava, 1999). Because the current study is focused on conscientiousness (9 items) and openness (10 items), only these subscales will be used for the current study. Four items on the conscientiousness and two items on the openness subscales are reverse worded. After reverse scoring for these items, high scores of the subscales indicate high levels of the trait. See Table 4 for Cronbach’s alpha values for the current study.

**Analysis**

**Data cleaning.** There were no outliers or out-of-range responses. Not all students in the sample completed all subscales. Because there were no systematic patterns of missingness, data from 74 respondents were deleted, resulting in a final $n$ of 1,231. See Table 4 for subscale alphas, means, standard deviations, skewness, kurtosis, and intercorrelations.

**Cluster analysis.** Cluster analyses were performed using IBM SPSS Version 21. Based on best practices as outlined in the literature (e.g., Milligan & Cooper, 1988; Everitt et al., 2011), subscale scores were range standardized prior to including them in the cluster analysis, and Euclidean distance measures were employed. Also as per best practices, the hierarchical agglomerative method with Ward’s algorithm was utilized to identify an initial cluster solution (Milligan & Cooper, 1987), and the centroids from this solution were used as initial cluster seeds in a non-hierarchical $k$-means analysis (Milligan, 1980). Finally, agglomeration coefficients (Hair et al., 1998) and dendrograms
(Milligan & Hirtle, 2012) informed decisions about the number of clusters for the agglomerative method. Using the R (v.3.1.1; R Core Team, 2014) clusterSim package (Dudek, 2014), the Caliński and Harabasz (1974) stopping rule confirmed the number of clusters in a further k-means analysis.

To examine the validity of the cluster solution, the validity evidence variables described above served as the dependent variables in an ANOVA to determine whether certain clusters had significantly higher levels of the validity variables than other clusters. For example, because it is theorized that self-acceptance will be higher in adaptive clusters, it would be hypothesized that a cluster characterized by high levels of mastery approach and performance approach and lower levels of the other, maladaptive variables (i.e., PAV, WAV, HST, and EHS) should have significantly higher self-acceptance scores than clusters that exhibit an opposite pattern. Categorical validity variables – specifically, gender and academic major – were also included in chi-square analyses to see if there are (for example) more females in the adaptive clusters than would be expected by chance.

**Mixture modeling.** A series of mixture models were estimated using the same variables used for the cluster analysis. Because a multivariate normal probability distribution was used, there is a mean vector and covariance matrix for each class. There are many possible parameterizations available in mixture modeling; however, only three were selected and compared to identify the best-fitting model. In all three parameterizations, means were allowed to vary across classes. Model A freely estimated between-class variances, but constrained these variances to be equal to one another within-class, and fixed all covariances to 0. Model B freely estimated both within- and
between-class variances, and fixed all covariances to 0. Model C freely estimated within-
and between-class variances, freely estimated within-class covariances, and constrained
covariances to be equal across classes. One-, two-, three-, four-, and five-class models
were estimated for each parameterization. Model fit was assessed via AIC, BIC, and
SSABIC values; a Lo-Mendell-Rubin test; and the entropy statistic. The final model was
selected by considering fit and theory. Finally, the validity variables (i.e., self-acceptance,
conscientiousness, openness, and help-seeking avoidance) were included as auxiliary
variables and the differences between classes were computed via the Lanza method
(Asparouhov & Muthén, 2013).
CHAPTER FOUR

Results

Research Question 1a: Identifying Typologies – Cluster Analysis

Analysis. Classification variables for this study were mastery approach (MAP), performance approach (PAP), performance avoidance (PAV), work avoidance (WAV), help-seeking threat (HST), and executive help-seeking (EHS). Subscale scores were range standardized prior to analysis using one of the equations suggested by Milligan and Cooper (1988), namely:

\[
\frac{x - \text{Min}(x)}{\text{Max}(x) - \text{Min}(x)}
\]

After range standardization, hierarchical cluster analysis was performed utilizing squared Euclidean distance and Ward’s algorithm; the last ten lines of the agglomeration coefficient table can be seen in Table 5. Both the dendrogram and agglomeration coefficients suggested a three-cluster solution, which can be seen in Figure 5. Note that subscale z-scores are graphed in this figure instead of raw scores or range standardized scores. Not only does graphing z-scores eliminate the potential confusion of different response scales, but it also allows the subscale mean of each cluster to be compared to the other subscale means more easily. However, it does make it important to remember that these comparisons are relative and do not portray the magnitude of the means. Because the analysis suggested three clusters, the three-cluster solution’s cluster assignment variable was saved, along with a two- and four-cluster solution for further testing in the k-means analysis.

The centroids from the hierarchical solutions were used as initial cluster seeds in two-, three-, and four-cluster k-means analyses. Caliński and Harabasz’s (1974) pseudo-\(F\)
statistic was 2.39 for the two-cluster solution, 25.37 for the three-cluster solution, and 19.58 for the four-cluster solution, indicating that the three-cluster solution was the best (as it had the largest pseudo-$F$ value). This was supported by the agglomerative analysis findings. This final solution is presented graphically in Figure 6. As with Figure 5, note that cluster means are presented as $z$-scores. Also note from Figures 5 and 6 that the three-cluster agglomerative and $k$-means solutions are very similar, which further supports the choice of three clusters for the final $k$-means solution.

**Description of clusters.** As can be seen in Figure 6, the three clusters exhibited distinct patterns of means (see Table 6 for raw means by cluster). Students in Cluster 1, which was the middle-sized cluster with 420 students, were high on the goal orientation variables (MAP, PAP, and PAV) relative to the other clusters, and were low (though not always the lowest) on WAV, HST, and EHS variables. Cluster 2 was the smallest cluster with 340 students. Despite being the second highest scorers on MAP, students in this cluster were still slightly below the overall sample mean on MAP. Cluster 2 was the lowest on PAP, PAV, and HST, and was just above Cluster 1 on WAV. Finally, Cluster 3 – the largest at 471 members – was lowest on MAP, slightly below the overall mean on PAP, and the highest of all the clusters on WAV, HST, and EHS. However, they were at the overall mean on PAV, and still lower than Cluster 1.

**Research Question 1b: Validity Evidence – Cluster Analysis**

**Continuous validity variables.** The second part of research question 1 addressed whether the cluster solution was supported by validity evidence. The continuous validity variables – help-seeking avoidance (HSA), conscientiousness, openness, and self-acceptance – served as the dependent variables in ANOVAs with the cluster
identification variable as the grouping variable (see Table 7). There were no significant differences between Clusters 1 and 2 for any of the validity variables. However, when compared to Clusters 1 and 2, Cluster 3 reported significantly higher levels of help-seeking avoidance ($\eta^2 = .19$) and significantly lower levels of the other three variables. These findings supported the distinctiveness of Cluster 3.

**Categorical validity variables.** Chi-square analyses were conducted to examine the distribution of gender and major across clusters. Cells with standardized residuals greater than 1.96 were considered statistically significant. Cluster 3 consisted of more males than would be expected by chance, whereas Clusters 1 and 2 consisted of more females than would be expected by chance ($\chi^2(2) = 36.92, p < .001$).

The chi-square by major was also statistically significant, $\chi^2(14) = 47.35, p < .001$. Results are presented in Table 8. There were more Nursing majors than expected in Cluster 1 and fewer than expected in Cluster 2. Cluster 2 consisted of more Social Sciences and Education majors than expected. Finally, there were more Business/Economics students in Cluster 3 than would be expected by chance. Overall, given the distribution of observed vs. expected values among the three clusters, it appears that Cluster 1 consisted mainly of “hard science” majors (Nursing). Cluster 2 consisted mainly of Social Sciences and Education; and Cluster 3 consisted mainly of Business/Economics majors.

In summary, the continuous validity variables strongly supported a distinct Cluster 3. They also supported – though less convincingly – a distinction between Clusters 1 and 2. This distinction was borne out more clearly in the chi-square results by major than other external validity criteria.
Research Question 1a: Identifying Typologies – Mixture Modeling

**Analysis.** This research question pertained to the identification of profiles based on the classification variables (MAP, PAP, PAV, WAV, HST, and EHS) using mixture modeling. One-, two-, three-, four-, and five-class models were estimated for each of the three mixture modeling parameterizations in order to explore a wide range of possibilities while also maintaining a manageable number of classes. Fit indices for the models can be seen in Table 9. The three-, four-, and five-class solutions for Model B (freely estimated within- and between-class variances, covariances set to 0) did not appear stable, given that the log-likelihood did not replicate. The same was true for the four- and five-class Model C solution (freely estimated within- and between-class variances, freely estimated within-class covariances, and constrained between-class covariances). None of the unstable models were interpreted.

Of the interpreted models, the three-class Model C had the lowest ICs of all the solutions. It also had relatively good entropy in comparison to the other models, and the LMR test indicated that the three-class Model C was a better fit than the two-class Model C. Thus, the three-class Model C was championed (Henson et al., 2007; Tofiqhi & Enders, 2008).

**Description of classes.** Class means (raw metrics) on the classification variables are presented in Table 10, and variance/covariance matrices in Table 11; standardized means are graphed in Figure 7 (note that Figure 7 means are based on modal assignment; graphed means are thus approximate). *Class 1* (the middle-sized class with 239 students) was high on MAP, PAP and PAV, just below the overall sample mean on WAV, and at the overall mean on HST and EHS. *Class 2*, the smallest at 184 students, was in the
middle of the three classes on MAP, and had means on WAV and HST that were virtually identical to Class 1. Class 2 was also lowest on PAP, PAV, and EHS. Finally, Class 3 – by far the largest at 808 students – was characterized by the lowest levels of MAP, levels just above Class 2 on PAP, and levels of PAV, WAV, HST, and EHS that were around the overall sample mean.

Distinguishing Classes 1 and 2 were their scores on the Performance variables (PAP and PAV). This distinction was much clearer in the mixture modeling solution than it was in the cluster analysis solution. Class 1 was very clearly high on the Performance variables in addition to MAP; in contrast, Class 2 was almost as high on MAP but was the lowest on the Performance variables of any of the three classes. Classes 1 and 2 also diverged on EHS. Class 3’s profile was clearly different from Classes 1 and 2.

Research Question 1b: Validity Evidence – Mixture Modeling

Continuous validity variables. This research question addressed whether the mixture modeling classes were supported by validity evidence. In order to provide this validity evidence, the validity variables examined for the cluster analysis solution (help-seeking avoidance, conscientiousness, openness, and self-acceptance) were entered in the mixture modeling analysis as auxiliary variables. Chi-square comparisons of validity variables means across classes are presented in Table 10; note that these class means (for all the variables) were computed using information from posterior probabilities (i.e., the Lanza method; Asparouhov & Muthén, 2013) rather than modal assignment. Classes 1 and 2 statistically significantly differed from each other on openness (with the Class 1 mean being lower), but not on any of the other auxiliary variables. This lack of difference on the other variables suggests that the distinction between Classes 1 and 2 may be
weaker than for Classes 1 and 2 vs. 3, at least given the validity variables examined here. In contrast, Class 3 was characterized by significantly higher levels of help-seeking avoidance than the other two classes, and also had significantly lower levels of conscientiousness, openness, and self-acceptance than the other classes.

**Categorical validity variables.** Categorical validity variables were also entered as auxiliary variables in the mixture modelling analysis; thus, the chi square analysis results reported here were computed using the Lanza method with posterior probabilities rather than modal assignment. The overall chi-square analysis of class by gender was significant, \( \chi^2(2) = 7.03, p = .030 \), as was the Class 1 vs. Class 3 comparison, \( \chi^2(1) = 6.88, p = .009 \). Class 2 did not significantly differ from the other classes in terms of gender distribution. Because the auxiliary output does not provide observed vs. expected information for the groups, predicted probabilities were examined instead, and compared to chance probabilities (taking the proportion of males vs. females in the sample into account). The probability of being female was higher than expected by chance in Class 1 and lower than expected by chance in Class 3; conversely, the probability of being male was lower than expected by chance in Class 1 and higher than expected by chance in Class 3.

Employing the Lanza method, a chi-square by major was also significant, \( \chi^2 = 102.75, p < .001 \), and all classes significantly differed from one another in terms of major distribution (Class 1 vs. 2 \( \chi^2(7) = 30.46, p < .001 \); Class 1 vs. 3 \( \chi^2(7) = 29.51, p < .001 \); Class 2 vs. 3 \( \chi^2(7) = 50.81, p < .001 \)). Looking at predicted probabilities vs. chance probabilities, there were proportionately more STEM and Nursing majors in Class 1,
proportionately more Arts and Humanities majors is Class 2, and proportionately more Undeclared majors in Class 3.

**Research Question 2: Differences between Profiles**

This research question addressed the differences observed between the cluster analysis and mixture modeling profiles. A classification table of modally assigned class-to-cluster assignment can be seen in Table 12. In terms of majority assignment, the clusters and classes tended to match – that is, the majority (81%) of students in Class 1 were assigned to Cluster 1, the majority (60%) of students in Class 2 were assigned to Cluster 2, and the majority (49%) of students in Class 3 were assigned to Cluster 3. Additionally, a chi-square analysis of (non-modal) class assignment by cluster assignment, computed via the Lanza method in Mplus (Asparouhov & Muthén, 2014), was significant ($\chi^2(4) = 48,517,672.0$, $p < .001$). Note the magnitude of the chi-square value. Given that the chi-square null is approximately equal to the degrees of freedom, the chi-square obtained here was relatively enormous. This casts some doubt on the findings, particularly given the fact that there was some difficulty interpreting the Mplus auxiliary output. Some output values were listed as “*****”, which the software developers indicated meant the value was too large to print. Thus, this large chi-square should be interpreted cautiously. Additionally, despite the significant chi-square analysis, there were still areas of considerable non-overlap in cluster-to-class assignment, particularly for Cluster/Class 3. That is, Class 3 ($n = 808$ – the largest class) contained 183 students who were assigned to Cluster 1 and 229 students assigned to Cluster 2.

Despite this lack of overlap, however, the general pattern of mixture modeling class profiles was still similar to the cluster analysis profiles (compare Figures 6 and 7).
Like Cluster 1, Class 1 was high on MAP, PAP, and PAV and low on WAV, HST, and EHS, relative to the other classes. Although less distinct for the mixture modeling solution versus the cluster solution, the overall ranking of the classes on MAP, PAP, PAV, and EHS was also the same for the clusters and classes (compare Tables 6 and 10). However, despite the similarity of ranking, the overall distinction among the three classes was much less defined for HST, EHS, and (to a lesser extent) WAV than it was among the clusters. Specifically, there were virtually no differences among the classes on HST, whereas Cluster 3 was much higher on HST than the other clusters in the cluster analysis. Thus, unlike the clustering solution, the WAV, HST, and EHS variables could not be used to discriminate across classes. Rather, the class profiles were more differentiated by the goal orientation variables (MAP, PAP, and PAV) than the cluster profiles were.

Additionally, consideration of the goal orientation means indicates that Classes 1 and 2 were more clearly qualitatively distinct than Clusters 1 and 2. Classes 1 and 2 were similar on MAP, but Class 1 was a high performance group – high on both PAP and PAV – whereas Class 2 was a low performance group. Although the cluster analysis solution showed a similar pattern – Cluster 1 was high on PAP and PAV and Cluster 2 was low on both variables – the clusters’ MAP scores were much more disparate, which makes the high performance/low performance dichotomy less striking. Overall, the corresponding classes and clusters exhibited similar patterns of means, but with differences in terms of cluster-to-class assignment, relative magnitude of means, and distinction among profiles.

Research Question 3: Predicting GPAs with Profiles

Research question 3 addressed whether the profiles from the cluster analysis and mixture modeling could be used to predict students’ GPA. As mentioned previously, the
subscale scores that were used to identify the clusters and classes were collected from entering first-year students at the beginning of the fall 2009 semester, prior to the beginning of classes at the university. The GPA data were from the end of the fall 2009 semester; therefore, the regression analyses tested whether the clusters and classes predicted end-of-first-semester GPA. As GPA data were not available for 14 of the 1,231 students, data from these 14 students were not included in the analysis.

Because research question 3 was concerned with using student profiles to predict GPA, the dummy-coded class and cluster variables were entered into a multiple regression analysis. Non-nested models were estimated and compared first. Then, in order to see if the mixture modeling solution provided any additional information above and beyond the cluster analysis solution, the variables were entered hierarchically – dummy-coded clusters first, followed by the dummy-coded classes. Analyses were also conducted entering class first, followed by cluster. Because the order of the steps was simply switched, only the step 1 and 2 $R^2$ values (step 1 $R^2 = .013, p < .001$; step 2 $R^2_{\text{change}} = .003, p < .001$) were different from what has is described below (compare to Table 13). However, because the clusters did not explain a significance amount of variance above and beyond what was explained by the classes, it was more informative to enter cluster first.

It should be noted that the class identification variable was based on modal assignment – that is, each person was assigned to class for which they had the highest posterior probability. As already discussed, there are issues with this method of class assignment; however, it was the best and simplest method available if the classes were to be used as variables, as they were for this regression analysis.
Non-nested regression models. The regression analysis was first conducted via a comparison of two non-nested models’ predictive ability – one using cluster membership to predict GPA and the other using class membership to predict GPA. The cluster model explained a statistically, but not practically, significant amount of variance in GPA ($R^2 = .005, p = .045$); the class model explained more variance in GPA ($R^2 = .013, p < .001$), but was also not practically significant. Although the class model explained more variance in GPA than the cluster model, Steiger’s test of dependent correlations (Steiger, 1980) indicated that there were no significant differences between the two models ($z = -1.18$). That is, the cluster model did not predict GPA significantly better than the class model, and vice versa.

Nested regression models. For the nested regression model, there was some initial concern over the possible issue of multicollinearity between the class and cluster variables. However, as the phi coefficient between the two variables was .57, the correlation was not deemed large enough to warrant multicollinearity concerns (Tabachnick & Fidell, 2013). Additionally, tolerance values for the dummy coded class and cluster variables were all above .40, and many were higher than .60. This indicated that there was not an undue amount of collinearity among the variables. It should be noted, however, that the class and cluster variables were more highly correlated with each other than they were with GPA (cluster with GPA $r = -.065$; class with GPA $r = -.046$).

Cluster/Class 3 as comparison group. For the first nested regression analysis, Cluster and Class 3 served as the comparison group (i.e., the group coded 0). Thus, the dummy coded variables representing Clusters 1 and 2 were entered first, followed by the dummy coded variables representing Classes 1 and 2, and finally the interaction terms
(i.e., two-, three-, and four-way). Results can be seen in Table 13. Please note that the \( sr^2 \) values in step 2 provide the same information as they would have had the class variable been entered first.

As can be seen from Table 13, the interaction step was not significant (\( R^2_{\text{change}} = .001, F_{\text{change}} = .374, p = .772 \)), suggesting that the interaction terms did not explain a significant amount of variance above and beyond the cluster and class variables. Step 1 – which entered the cluster variables – explained a significant amount of variance in GPA, \( R^2 = .005, F = 3.112, p = .045 \). The significant \( b \)-values indicate that both clusters’ means were significantly higher than Cluster 3 (because the \( b \)'s are positive). However, the increment of variance explained by step 2 (which entered the class variables) above and beyond the variables entered in step 1 was also significant (\( R^2_{\text{change}} = .011, F_{\text{change}} = .6.549, p = .001 \)), meaning that the classes explained a significant amount of variance in GPA above and beyond what was explained by the clusters. The \( b \)-values and \( sr^2 \)'s for step 2 indicate that the increment increase was carried entirely by the difference between Class 2 and 3 GPA; given the other predictors in the model, Class 2’s mean GPA was statistically significantly higher than Class 3’s. Class 1’s \( b \) indicated that there was no difference between the Class 1 mean and the Class 3 mean, controlling for the cluster variables. Thus, in summary, although the clusters explained a significant amount of variance in GPA, Class 2 explained even more, above and beyond what was explained by the clusters.

Despite this statistical significance, the effect sizes remained relatively small. Class 2’s \( sr^2 \) was only .01, indicating that it explained 1% of the variance in GPA above and beyond the other predictors in the model. The overall variance explained by the
model with both clusters and classes was also small at 1.6%, and the increase in explanatory power from step 1 (clusters) to step 2 (classes) was only 1.1%. Thus, although the classes (and more specifically, Class 2) were able to explain a significant amount of variance in GPA above and beyond what was explained by the clusters, in effect size terms this explanatory power was relatively weak.

**Cluster/Class 2 as comparison group.** A regression analysis was also conducted with Cluster/Class 2 serving as the comparison group (i.e., group coded 0) rather than Cluster/Class 3. Results are presented in Table 14. Because the variables were entered in the same order (clusters first, then classes, then interaction terms) the statistics for each step (i.e., $R^2$, $F$-values, etc.) were the same. However, the $b$-values and $sr^2$’s were of particular interest. Notably, Cluster 1’s $b$-value indicated that the Cluster 1 GPA was not significantly different from Cluster 2’s GPA. In contrast, Class 1’s $b$-value indicated that the Class 1 GPA was significantly different (specifically, lower) than Class 2’s GPA. However, as with the previous regression analysis, the effect sizes were extremely small. The Class 1 $sr^2$ indicated that Class 1 explained only .7% of the variance in GPA above and beyond what was explained by the other predictors, and Class 2 explained only 1%.

**Cohen’s d comparisons.** Because using modal assignment to assign individuals to mixture modeling classes is not considered best practice, GPA analysis was also conducted using GPA as an auxiliary variable (Lanza method; Asparouhov & Muthén, 2014). Entering GPA into the mixture model analysis in this way eliminates the need to assign individuals to one class or the other (i.e., fractional class membership is maintained), thus avoiding the difficulties that can arise from using modal assignment to assign individuals to classes. Using GPA as an auxiliary variable also allows for a class-
to-class comparison of means that provides the same information provided by entering categorical predictors into a regression analysis.

Class-to-class comparison chi-square values can be seen in Table 15. Results were the same as the regression analysis. Class 2’s GPA was significantly higher than Class 1 and 3’s GPA. There were no significant differences between Class 1 and Class 3. However, unlike the regression analysis, effect size differences were larger than they were when modal assignment was used. Cohen’s $d$ differences for the modally assigned classes and the fractional membership classes are presented in Table 15. Whereas the Class 1 vs. 2 and Class 2 vs. 3 comparisons resulted in small effect sizes for the modally assigned classes (according to Cohen’s benchmarks; Cohen, 1992), the effect sizes were medium for the fractional membership classes. Table 15 also presents the $d$ values for the cluster-to-cluster mean comparisons. As with the regression analyses, the effect sizes are extremely small, indicating that the clusters did not significantly differ on GPA. In addition to $d$, $r^2$ values were also calculated for the fractional membership class comparisons in order to discuss them in variance explained terms and compare them to the clusters’ and modal classes’ $r^2$ values. The $r^2$ for Class 1 vs. 2 was .10 and for Class 2 vs. 3 was .09 (both large effects); for Class 1 vs. 3 $r^2$ was .00. Thus, the classes explained significantly more variance in GPA than the clusters, as was found in the regression analyses. However, the fractional membership classes explain even more variance in GPA (in terms of effect size comparison) than the modally assigned classes.
CHAPTER FIVE

Discussion

Brief Overview

**Research questions.** This study was designed to address three research questions. The first question asked whether there were typologies of students based on achievement goal orientation, work avoidance, and help-seeking that could be identified using both cluster analysis and mixture modeling. This question further explored the validity of these potential profiles, based upon differences on several continuous and categorical validity variables. The second research question pertained to the differences that would be observed in the cluster analysis and mixture modeling profiles, and addressed how these differences would impact the final solutions. Finally, the third research question involved using the profiles to predict student success.

**Variables of interest.** Students were classified on six variables: mastery approach (MAP), performance approach (PAP), performance avoidance (PAV), work avoidance (WAV), help-seeking threat (HST), and executive help-seeking (EHS). Generally, MAP and PAP tend to be adaptive orientations, in terms of motivation and academic success; whereas the PAV orientation tends to relate to less adaptive, or self-regulated, learning strategies (Barron & Harackiewicz, 2001; Elliot & McGregor, 2001). Thus, one would expect a profile characterized by high scores on MAP and PAP but low scores on PAV to be academically successful. Additionally, work avoidance (Barron & Harackiewicz, 2003) and the two help-seeking scales (Karabenick, 2003) tend to be negatively related to student success, suggesting that academically successful students would be more likely to exhibit low levels of these variables.
In addition to the classification variables, this study examined several other variables to provide validity evidence for the clusters and classes – help-seeking avoidance (HSA), self-acceptance, and the Big Five traits of conscientiousness and openness. Help-seeking avoidance has been negatively related to academic success (Karabenick, 2003) whereas self-acceptance (Strahan, 2002; Wintre et al., 2011), conscientiousness (Poropat, 2009), and openness (de Raad & Schoewenburg, 1996) are typically positively related to academic success. Thus, it would be expected to see low levels of HSA and high levels of self-acceptance, conscientiousness, and openness in clusters/classes that display adaptive patterns of means on the classification variables.

**Qualitative Distinction of Profiles: Cluster Analysis**

**Interpretation of clusters.** Figure 6 provides a visual comparison of the three clusters identified by the cluster analysis. Given what past research has suggested about which classification variables are most related to adaptive learning strategies, it would seem that *Cluster 1* exhibited the most adaptive profile. Students in this cluster were high on MAP and PAP and relatively low – though not always the lowest – on WAV, HST, and EHS. However, this cluster was also high on the less adaptive PAV variable. Thus, Cluster 1 was characterized by high goal orientation scores and low WAV and help-seeking scores. *Cluster 2*’s pattern is difficult to characterize. Despite being slightly below the mean on MAP, this cluster still scored higher on MAP than Cluster 3. However, they were also the cluster that scored lowest on PAP (an adaptive variable) and PAV, HST, and EHS (less adaptive variables). Thus, Cluster 2 exhibited more adaptive characteristics (low on PAV, WAV, HST, and EHS) than maladaptive ones (low on MAP and PAP) when compared to Cluster 1. Finally, *Cluster 3* exhibited a pattern somewhat
opposite to Cluster 1. Cluster 3 was the lowest on MAP, near the mean on PAP and PAV, and was relatively high on WAV, HST, and EHS. Characterized by low MAP scores and high scores on the last three maladaptive variables, this cluster could be characterized as having the least adaptive profile.

**Validity evidence.** The validity evidence supported some of these characterizations of the clusters, in terms of adaptive learning strategies. Cluster 3 means on the validity variables (HSA and self-acceptance, conscientiousness, and openness) were significantly different from Cluster 1 and 2 means. As can be seen in Tables 6 and 7, significant differences were in the expected direction – students in Cluster 3 scored significantly higher on the less adaptive variable (help-seeking avoidance) and lower on the adaptive variables (conscientiousness, openness, and self-acceptance) than students in other clusters. Given that Cluster 3 exhibited the least adaptive pattern of means on the classification variables, these differences make theoretical sense.

However, there were no significant differences between Clusters 1 and 2 on the continuous validity variable means (HSA, self-acceptance, conscientiousness, and openness). This lack of difference was puzzling, particularly given the relatively wide disparity between these clusters on the PAP and PAV variables. Moreover, as noted in Table 6, mean validity variable scores between the two clusters were virtually identical. This is unsurprising for help-seeking avoidance; Clusters 1 and 2’s scores on the other two help-seeking scales (help-seeking threat and executive help-seeking) were extremely similar, and help-seeking research has found that help-seeking avoidance tends to “hang together” with help-seeking threat (Karabenick, 2003). But what about the other validity variables?
One explanation for why Clusters 1 and 2 are not dissimilar on the other validity variables (conscientiousness, openness, and self-acceptance) is that these variables may be more related to the clustering variables on which Clusters 1 and 2 are similar (i.e., WAV, HST, and EHS) than they are to the variables on which they are different (i.e., MAP, PAP, and PAV). If this were the case, it would make sense for Clusters 1 and 2 to be similar on the external validity criteria because they are also similar on WAV, HST, and EHS. The correlations in Table 4 partially support this idea. Correlations between the three validity variables and the PAP and PAV variables are low; except for the correlation between Conscientiousness and PAP, they are smaller than +/- .1. In contrast, correlations between the validity variables and WAV, HST, and EHS are higher (with the exception of the correlation between openness and HST, they are all around .2 or above). However, conscientiousness, openness, and self-acceptance are also moderately correlated with MAP (the second-highest correlations after their correlation with EHS). Examination of the MAP means for Clusters 1 and 2 reveal that the clusters are less dissimilar on MAP than they are on PAP and PAV, which may explain why the strong correlation between MAP and the validity variables did not result in significant differences between Clusters 1 and 2.

The categorical validity variables also spoke to the qualitative distinctions among the clusters. There were more females than expected in Clusters 1 and 2 (the clusters with the more adaptive mean patterns) and fewer than expected in the less adaptive Cluster 3. More interesting, however, was the major distribution across clusters. Cluster 1 – which had the most adaptive configuration – consisted of more Nursing majors than expected by chance. The prevalence of “hard” science majors in Cluster 1 is unsurprising. Students in
majors like Nursing typically experience more exacting academic standards than students in other majors, perhaps necessitating more adaptive academic strategies. This also explains the high performance scores (PAP and PAV), as students in these majors may be seeking to perform well as per external criteria (e.g., nursing board examinations) as much as they are seeking to master their course material. Cluster 2 included more Social Sciences and Education majors than expected. With less exacting academic standards than the “hard” sciences, the low performance scores seen in this cluster make more sense. Still in the middle on mastery (relative to the other clusters) and low on WAV, HST, and EHS, the pattern seen in Cluster 2 may in fact be adaptive for Social Science and Education majors, who do not need to worry as much about external standards.

Cluster 3 – the cluster with the least adaptive configuration – consisted of more Business/Economics majors than would be expected by chance. The explanation for this is less forthcoming than it was for the other clusters. Business/Economics is arguably different in terms of academic culture than the sciences and education; perhaps the academic strategies that are valued in the Business world are different from those valued in other fields. Alternatively, there are more males in Cluster 3, and there are also more males in Business/Economics majors than expected by chance (see Table 3). Thus, it may be gender that is driving more Business/Economics majors to be assigned to Cluster 3, or it could be major that results in more males being assigned to Cluster 3. Moreover, it is important to keep in mind that students completed these measures before they had actually completed any coursework; thus, the question becomes whether they exhibited these profiles because of their chosen major, or whether they chose their major because they exhibited these profiles. Despite the uncertainty regarding an interpretation of this
result, the clear major-specific distinctions among the clusters provided validity evidence for the championed three cluster solution.

**Conclusions.** In summary, the evidence supported a distinct Cluster 3 (the least adaptive profile). Despite the disparity in goal orientation variable means for Clusters 1 and 2, the continuous validity variables did not distinguish well between the two clusters, although correlations between the validity variables and the variables on which Clusters 1 and 2 were most similar (WAV, HST, and EHS) may explain this lack of difference. However, the categorical validity evidence provided stronger support for a distinct Cluster 2. Although both Clusters 1 and 2 consisted of more females and fewer males than expected by chance, the clusters were more clearly distinguished by distribution of majors – “hard” sciences in Cluster 1, “soft” sciences in Cluster 2, and Business/Economics majors in Cluster 3.

Future research should further investigate the relationship between Business/Economics majors and the patterns observed in Cluster 3. Why did the cluster with the least adaptive profile include more Business students than expected? Research into academic strategies espoused by Business majors would be an excellent place to start. Overall, major provided clear distinctions among the clusters observed in this study, but further research may provide more insight. The findings also suggest that additional research on how the goal orientation variables relate to self-acceptance, conscientiousness, and openness is warranted. Moreover, prior to making strong claims about the “existence” of clusters, replication studies are recommended.
Qualitative Distinction of Profiles: Mixture Modeling

In addition to cluster analysis, a series of mixture models were estimated using the classification variables (MAP, PAP, PAV, WAV, HST, and EHS).

**Interpretation of classes.** See Figure 7 for a visual comparison of the three mixture modeling classes. Unlike the clustering solution, there was no class that exhibited a clearly adaptive pattern of means on the variables. *Class 1* was high on the adaptive MAP and PAP variables and was below the mean on WAV. However, this class was also highest on PAV and at the mean on HST and EHS. *Class 1* was technically the lowest on WAV and HST, but as can be seen in Figure 7 and Table 10, the difference between all of the classes on HST and between *Class 1* and *2* on WAV was virtually nil. *Class 2* was also high on MAP – though slightly below *Class 1* – was low on PAV and EHS, and was just below the mean on WAV. However, *Class 2* was also low on PAP and at the mean on HST. It can thus be said that *Classes 1* and *2* in some ways both exhibited patterns of means that were adaptive, with neither one exhibiting a completely adaptive pattern. *Class 1* was high on both MAP and PAP but was also relatively high on the less adaptive variables, PAV and EHS; *Class 2*, in contrast, was high on MAP but not PAP, but was also lower on PAV and EHS than *Class 1*. *Class 3* exhibited the least adaptive pattern of means, with the lowest mean on MAP and the highest means on WAV and EHS. The *Class 3* mean was higher than *Class 2* on PAP and PAV, but was still below the overall sample mean. An important note when considering all the classes together is the utter lack of differences on HST. All three classes were at the mean on this variable, indicating that it did not aid in distinguishing among the three classes.
Validity evidence. Of the continuous validity variables (HSA, self-acceptance, conscientiousness, and openness), Classes 1 and 2 only differed from one another on the personality trait of openness, with Class 1 scoring lower than Class 2. However, Class 3 – the class with the least adaptive pattern of means – significantly differed from Classes 1 and 2 on all the external criteria. These differences were in the expected direction, as Class 3 had a higher HSA mean (less adaptive variable) and lower self-acceptance, conscientiousness, and openness scores (more adaptive variables) than the other classes (see Table 10). One possible explanation for the lack of differences between Classes 1 and 2 on HSA, self-acceptance, and conscientiousness is similar to the explanation provided for the lack of differences on these variables for the clustering solution. Like the clusters, Classes 1 and 2 are similar on WAV, HST, and EHS. If the three validity variables were more related to WAV, HST, and EHS than they were to the other variables – which is partially supported by the correlation table – it would make sense that Classes 1 and 2 were not differentiated on the validity variables. However, this explanation is not as convincing as it was for the clustering solution, given that Classes 1 and 2 diverge more obviously on EHS than Clusters 1 and 2 did.

As with the clusters, there were more females than expected by chance in Class 1, which exhibited a moderately adaptive academic pattern (DeBerard, Spielmans, & Julka, 2004). However, Class 2 did not consist of more females than expected by chance, even though Class 2’s pattern was similarly adaptive to Class 1’s. The reason for this may lie in the chi-square results by major. Similar to Cluster 1, Class 1 was represented by more Nursing majors than expected by chance – an academic population that is typically overwhelmingly female. Indeed, as noted in Table 3, there were significantly more
female Nursing majors than would be expected by chance. Furthermore, unlike Cluster 2 (which included more Education majors than expected by chance), Class 2 was characterized by more Arts and Humanities majors than expected by chance. Although there were significantly more female Education majors than expected by chance (explaining the significantly higher number of females in Cluster 2), there were not significantly more of either gender in the Arts and Humanities (explaining the lack of gender differences in Class 2). These results are telling, and suggest that it may be the case that the gender distribution for both the clusters and the classes may be a function of the major distribution. However, this does not explain the major distribution in Class 3, in which there were more Undeclared majors and males than expected by chance. Table 3 indicates that there were not more male than female Undeclared majors.

**Conclusions.** As with the clusters, the evidence supported three distinct classes. Although the classes were not distinct on help-seeking threat, overall they exhibited unique patterns across the classification variables. Class differences on the validity variables strongly supported a distinct Class 3, which exhibited the least adaptive pattern of means – significantly higher on help-seeking avoidance and significantly lower on self-acceptance, conscientiousness, and openness than the other classes. Additionally, class differences on gender and major exhibited noteworthy patterns, particularly when considered together.

Further research should explore whether similar classes are supported on other independent samples, and whether high proportions of Undeclared majors continue to be represented in a class that exhibits a less adaptive pattern of means. If so, more research is needed on why this is the case. Furthermore, additional research is needed on why
help-seeking threat played such a negligible role in distinguishing among the classes, particularly given what a comparatively large role this variable played in distinguishing the clusters in the cluster analysis solution.

What Do These Profiles Reveal?

**Differences between cluster analysis and mixture modeling.** Despite the fact that the aim of both cluster analysis and mixture modeling is to create groups of objects (persons) based on their responses to a set of variables, both analyses employ quite different methodologies. Cluster analysis is non-inferential and sample specific. Clusters are identified based solely on persons’ similarity to one another on the clustering variables (Milligan & Hirtle, 2012) – that is, how close they are to one another in multivariate space (Everitt et al., 2011). In contrast, mixture modeling is a model-based procedure. It imposes a particular structure of means, variances, and covariances onto the classes and will only create the number of classes specified by the researcher (Bauer & Curran, 2004; Pastor & Gagné, 2013). Thus, the analyses’ different approaches to creating groups would be expected to result in classification solution differences.

**Final solution differences.** These differences can be seen when examining the cluster and class solutions from the current study. Although there was a good deal of overlap in the cluster and class assignment (see Table 11, keeping in mind that the class variable is based on modal assignment), there was also considerable non-overlap, particularly when considering Cluster/Class 3. The overall ranking was largely the same between clusters and classes for all but two of the classification variables (WAV and HST). Most striking is the difference between the cluster and class solution on HST, as there were essentially no differences among the classes on HST. Thus, the classes were
more strongly differentiated from one another on the goal orientation variables (MAP, PAP, and PAV), whereas the clusters differed from one another across all the variables.

One possible explanation for this relates to Cluster/Class 3. Because Class 3 was much larger than both the other classes and Cluster 3, perhaps the larger size resulted in means that were closer to the total sample mean. In the cluster analysis, Clusters 1 and 2 were fairly similar on WAV, HST, and EHS; it was Cluster 3 that was clearly separated from the others. In the mixture modeling analysis, Class 3 was not very distinct from the other classes, resulting in classes whose means were lumped together on WAV, HST, and EHS.

The difference in cluster and class sizes begs the question of why the distribution of respondents across the clusters was so much more equal (n’s of 420, 340, and 471, respectively) than the distribution of respondents across the classes (n’s of 239, 184, and 808, respectively). The different algorithms used by cluster analysis versus mixture modeling are one likely reason for this. As already mentioned, mixture modeling imposes a structure on the data, such that the ultimate solution is the best one based on the specified parameterization, given the data. The parameterization specified here may have forced the uneven class sizes in order to fit the requirements (i.e., constrained between-class covariances, freely estimated within-class covariances, and freely estimated within-and between-class variances). In contrast, cluster analysis creates groups based on distance between variables. This could explain the discrepancy in the sizes of the mixture modeling solutions versus the cluster analysis solution.

Validity evidence. The validity variable analyses provided further evidence that the clusters and classes may be qualitatively different. The continuous validity variables’
patterns were similar in the class and clustering solution – Cluster/Class 3 was significantly different (in the expected direction) from the other clusters/classes, and Clusters/Classes 1 and 2 were not significantly different from one another on HSA, self-acceptance, or conscientiousness. However, unlike the cluster analysis solution, Class 1 reported significantly lower mean openness than Class 2, suggesting a possible qualitative difference between Clusters 1 and 2 and Classes 1 and 2. This idea was supported by the major distribution across the clusters and classes. Cluster 1 and Class 1 both included more Nursing majors than expected by chance; however, Cluster 2 consisted of more Education majors than expected by chance whereas Class 2 included more Arts and Humanities majors. This major distribution across classes makes sense when examining the wording of some items on the openness subscale. For example, students responded to openness items such as, “I see myself as someone who values artistic and aesthetic experiences” and “I see myself as someone who has few artistic interests (reverse-worded)”. Given the wording of the openness items, it is not surprising that Class 2 (e.g., Arts and Humanities) students scored significantly higher on openness than Class 1 students (e.g., Nursing). Cluster 3 included more Business/Economics majors than expected; this was not replicated in Class 3, which instead consisted of more Undeclared majors than expected by chance. These different proportions of majors across the classes suggests a difference in the qualitative composition of the two grouping solutions.

So which is “better” – mixture modeling or cluster analysis? As with many questions asking whether one thing is “better” than another, the answer is that it depends. As has been discussed, the different algorithms used to group persons may result in
similar, but still qualitatively distinct, clusters versus classes. Therefore, which analysis is best for a given study may depend on one’s research questions. If a researcher is interested in sample data only and is opting to take a highly exploratory approach, cluster analysis may be a good choice. If, however, a researcher wants to make inferences to a population, has a strong, theory-based hypothesis about the structure of that population, can identify an appropriate parameterization, and has the appropriate software and skills required, mixture modeling might be the best approach. Mixture modeling is also an exploratory approach in that different numbers of classes and/or different parameterizations are typically specified. However, for a researcher who has absolutely no idea where to begin, the myriad of possible options available in mixture modeling may be unnecessarily complex and a hierarchical cluster analysis a more practical choice.

**Student success.** As indicated in the regression analysis, cluster assignment significantly predicted GPA, with the GPA of Clusters 1 and 2 (the adaptive and moderately adaptive clusters) being significantly higher than that of Cluster 3 (the cluster with the least adaptive profile). Furthermore, adding class assignment explained significantly more variance in GPA. Examination of the $b$-values indicated that this increased explanatory power was contributed entirely by Class 2, which, as described above, was the class with the moderately adaptive profile consisting of a proportionately large number of Arts and Humanities majors. This class’s GPA was higher than both Class 1 and Class 3 (the class with the least adaptive profile).

However, these findings – though statistically significant – were not practically significant; overall, the model only explained 1.6% of the variance in GPA. The largest effect size seen in Table 13 is the $sr^2$ for Class 2, and that was only .01 when controlling
for the other predictors in the model (i.e., the clusters and Class 1). According to Cohen’s (1988) benchmarks, this is a small effect – and in practical terms, it suggests that Class 2 only explained 1% of the variance in GPA. Thus, although it is tempting to interpret the findings as supporting the idea that the mixture modeling classes explain a significant amount of variance in GPA above and beyond what is explained by the clusters, such an interpretation may not be warranted given the miniscule effect sizes.

As an additional note, the comparison of non-nested regression models (predicting GPA from the clusters, and predicting GPA from the classes) indicated that the cluster and class models did not significantly differ in their explanatory power. This is most likely because the correlation between the two models ($r = .225$) was high – that is, the clusters and classes shared overlapping variance in the prediction of GPA. This result may speak to the question of which analysis is “better”. From a practical standpoint (i.e., ability to predict GPA in this sample), the answer to this question could thus be “neither”.

However, the Cohen’s $d$ and $r^2$ comparisons should also be considered. When modal assignment was used, the effect size differences in GPA were still small, like they were in the regression analysis. But when fractional class membership was allowed, the effect sizes were larger. Not only do these results support the idea that modal assignment should not be considered best practice, they also suggest that there may in fact be a difference in the clusters’ and classes’ ability to explain variance in GPA.

**Implications, Limitations, and Future Research**

One thing that is important to keep in mind when interpreting classification analyses is that the groupings should not be taken as absolute. That is, although they have been identified using statistical algorithms, they do not necessarily “actually” exist in the
population. Because cluster analysis is non-inferential, users cannot make this claim at all; but even mixture modeling, which (when using a direct approach) does allow the assumption that the classes actually exist in the population, should be interpreted cautiously. As already discussed, mixture modeling imposes a certain parameterization on the classes, which in turn produces a solution based on that parameterization. However, if the parameterization is misspecified, the classes will be misspecified as well. Additionally, a mixture model will output the number of classes requested, even if there are actually no classes in the population. Thus, though helpful, groupings that are identified via classification analyses should be interpreted while taking care to not make too strong a statement about their actual existence in the population.

An additional consideration with any classification analysis is the choice of variables. As outlined in the literature review, there were clear theoretical reasons for choosing the grouping and validity that were selected for this study. However, although the clusters and classes significantly predicted GPA, their predictive ability was weak (as per the small effect size). Had different variables been selected, the profiles’ explanatory ability may have been greater. Thus, we should not give up on the idea of finding a set of variables that, when used in cluster analysis or mixture modeling, are able to predict GPA. As an exploratory study, this was merely the first step in finding the optimal set of variables and future research in this area is warranted. As an additional area for future research, academic outcomes other than GPA should be investigated. Perhaps the clusters and classes identified here would explain a practically significant amount of variance in some other outcome.
Similarly, researchers may want to consider validity variables other than those included in this study. Despite qualitatively distinct clusters and classes, none of the continuous variables distinguished between Clusters 1 and 2, and only three of the four continuous variables distinguished between Classes 1 and 2. Thus, we did not receive as much information as we could have about what makes these clusters and classes distinct from one another. Selecting other variables may shed more light on these distinctions.

Although the achievement goal orientation variables (Pastor et al., 2007) and help-seeking variables (Finney et al., 2014; White & Bembenutty 2013) have been examined via person-centered analyses before, this is the first study that has combined them to identify profiles of students. Despite the fact that the regression analyses indicated that neither the clusters nor the classes practically significantly predicted GPA, Cohen’s $d$ comparisons suggested that GPA did practically significantly differ across fractionally-assigned classes. Classes containing more academically successful students (i.e., Classes 1 and 2) were characterized by high levels of mastery approach and low levels of work avoidance and executive help-seeking. In contrast, the class with the lowest GPA (i.e., Class 3) was characterized by low levels of mastery approach and relatively high levels of work avoidance and executive help-seeking. Educators should thus consider creating learning environments that foster adaptive learning strategies. For example, classrooms that promote a mastery approach orientation via cooperative work and informative feedback may assist students in the development of adaptive strategies, as could the encouragement of adaptive forms of help-seeking. Educators should also be on the lookout for students exhibiting maladaptive patterns of these characteristics, which could provide opportunities for intervention early on. GPA is only one aspect of
academic achievement and success, but the development of adaptive strategies could assist students in other academic areas, as well.

**Conclusion**

Any researcher who would like to adhere to the principles of Marsh and Hau’s (2007) methodological synergy – the combination of substantive research and sound methodological practices – must consider the utility of person-centered techniques. Certainly, these analyses are not appropriate for every study; they may even need to be used alongside other, variable-centered techniques. However, it is the wise researcher who carefully considers his or her research questions before selecting an analysis, as opposed to simply selecting a technique that is most familiar.

This paper has not only described how to go about conducting two useful person-centered analyses, but has also demonstrated their similarities and differences using real data. Although the clusters and classes did not practically significantly predict GPA, the ease with which multiple patterns of means could be observed was a testament to the utility of classification analyses in understanding data. Despite being qualitatively and statistically different in many ways, each analysis has advantages and disadvantages that should be considered prior to selecting one or the other. Overall, however, it is our hope that researchers will consider person-centered analyses, where appropriate, for their own research in the future.

Sometimes, persons really can tell us more than just variables.
Table 1
*Example of using agglomeration coefficients as a stopping rule.*

<table>
<thead>
<tr>
<th>Stage</th>
<th>Coefficients</th>
<th>Difference</th>
<th># of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>88</td>
<td>353.249</td>
<td>25.47386</td>
<td>8</td>
</tr>
<tr>
<td>89</td>
<td>379.970</td>
<td>26.72107</td>
<td>7</td>
</tr>
<tr>
<td>90</td>
<td>409.591</td>
<td>29.62002</td>
<td>6</td>
</tr>
<tr>
<td>91</td>
<td>447.194</td>
<td>37.60322</td>
<td>5</td>
</tr>
<tr>
<td>92</td>
<td>502.173</td>
<td>54.97894</td>
<td>4</td>
</tr>
<tr>
<td>93</td>
<td>561.934</td>
<td>59.76140</td>
<td>3</td>
</tr>
<tr>
<td>94</td>
<td>752.000</td>
<td>190.06592</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2
*Demographic Information for Participants*

<table>
<thead>
<tr>
<th></th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>780 (63.4%)</td>
</tr>
<tr>
<td>Male</td>
<td>451 (36.6%)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>American Indian</td>
<td>1 (.1%)</td>
</tr>
<tr>
<td>Asian</td>
<td>62 (5.0%)</td>
</tr>
<tr>
<td>Black</td>
<td>41 (3.3%)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>26 (2.1%)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>5 (.4%)</td>
</tr>
<tr>
<td>White</td>
<td>1034 (84.0%)</td>
</tr>
<tr>
<td>Not Specified</td>
<td>62 (5.0%)</td>
</tr>
<tr>
<td><strong>Total n</strong></td>
<td><strong>1231</strong></td>
</tr>
<tr>
<td>Age: Mean (SD)</td>
<td>18.43 (.4)</td>
</tr>
<tr>
<td></td>
<td>Business/Economics</td>
</tr>
<tr>
<td>------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Female</td>
<td>Observed</td>
</tr>
<tr>
<td></td>
<td>Expected</td>
</tr>
<tr>
<td></td>
<td>Stand. Resid.</td>
</tr>
<tr>
<td>Male</td>
<td>Observed</td>
</tr>
<tr>
<td></td>
<td>Expected</td>
</tr>
<tr>
<td></td>
<td>Stand. Resid.</td>
</tr>
</tbody>
</table>

*Note:* $\chi^2(7) = 135.69, p < .001$
Table 4
Subscale Means and Intercorrelations: Classification (above the Line) and Validity (below the Line) Variables (n = 1231)

<table>
<thead>
<tr>
<th></th>
<th>MAP</th>
<th>PAP</th>
<th>PAV</th>
<th>WAV</th>
<th>HST</th>
<th>EHS</th>
<th>HSA</th>
<th>Consc.</th>
<th>Open.</th>
<th>S-Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAP</td>
<td>.391</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAV</td>
<td>.257</td>
<td>.403</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAV</td>
<td>-.429</td>
<td>-.164</td>
<td>-.048</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HST</td>
<td>-.170</td>
<td>.038</td>
<td>.013</td>
<td>.201</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHS</td>
<td>-.282</td>
<td>-.046</td>
<td>.067</td>
<td>.454</td>
<td>.313</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSA</td>
<td>-.286</td>
<td>-.060</td>
<td>-.060</td>
<td>.257</td>
<td>.685</td>
<td>.332</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consc.</td>
<td>.294</td>
<td>.165</td>
<td>.031</td>
<td>-.341</td>
<td>-.191</td>
<td>-.352</td>
<td>-.274</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open.</td>
<td>.244</td>
<td>.065</td>
<td>-.014</td>
<td>-.199</td>
<td>-.045</td>
<td>-.235</td>
<td>-.110</td>
<td>.115</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>S-Acc.</td>
<td>.205</td>
<td>.076</td>
<td>.031</td>
<td>-.167</td>
<td>-.323</td>
<td>-.221</td>
<td>-.283</td>
<td>.347</td>
<td>.155</td>
<td>-</td>
</tr>
</tbody>
</table>

Mean(SD)  17.34(2.9)  16.50(3.7)  15.16(3.7)  11.33(4.5)  7.52(3.4)  5.29(2.2)  6.52(2.9)  32.31(5.3)  35.34(6.3)  41.22(7.2)

α  .77  .88  .65  .77  .76  .70  .74  .78  .79  .84
Skew  -.64  -.93  -.50  .51  .75  .61  .80  -.09  -.13  -.60
Kurtosis  .09  1.01  .01  .35  .57  .60  .27  .03  -.11  .33

Note: MAP=mastery approach, PAP=performance approach, PAV=performance avoidance, WAV=work avoidance, HST=help-seeking threat, EHS=executive help-seeking, HSA=help-seeking avoidance, Consc.=conscientiousness, Open.=openness, S-Acc.=self-acceptance
Table 5
Agglomeration Coefficients - Last 10

<table>
<thead>
<tr>
<th>Stage</th>
<th>Coefficients</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1221</td>
<td>131.753</td>
<td>4.725</td>
</tr>
<tr>
<td>1222</td>
<td>136.478</td>
<td>4.966</td>
</tr>
<tr>
<td>1223</td>
<td>141.444</td>
<td>7.334</td>
</tr>
<tr>
<td>1224</td>
<td>148.778</td>
<td>8.039</td>
</tr>
<tr>
<td>1225</td>
<td>156.817</td>
<td>9.633</td>
</tr>
<tr>
<td>1226</td>
<td>166.450</td>
<td>13.689</td>
</tr>
<tr>
<td>1227</td>
<td>180.139</td>
<td>16.362</td>
</tr>
<tr>
<td>1228</td>
<td>196.501</td>
<td>32.618</td>
</tr>
<tr>
<td>1229</td>
<td>229.119</td>
<td>37.971</td>
</tr>
<tr>
<td>1230</td>
<td>267.090</td>
<td>4.725</td>
</tr>
</tbody>
</table>

Table 6
Means and SDs of Final Clustering Solution (n=1231)

<table>
<thead>
<tr>
<th></th>
<th>Mean (SD)</th>
<th>Cluster 1 (n = 420)</th>
<th>Cluster 2 (n = 340)</th>
<th>Cluster 3 (n = 471)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>19.37 (1.72)</td>
<td>17.05 (2.6)</td>
<td>15.74 (2.74)</td>
<td></td>
</tr>
<tr>
<td>PAP</td>
<td>19.32 (1.97)</td>
<td>13.66 (3.94)</td>
<td>16.04 (2.96)</td>
<td></td>
</tr>
<tr>
<td>PAV</td>
<td>17.81 (2.61)</td>
<td>11.90 (3.2)</td>
<td>15.15 (2.92)</td>
<td></td>
</tr>
<tr>
<td>WAV</td>
<td>8.67 (3.58)</td>
<td>9.86 (3.25)</td>
<td>14.76 (3.77)</td>
<td></td>
</tr>
<tr>
<td>HST</td>
<td>6.69 (3.23)</td>
<td>5.95 (2.42)</td>
<td>9.38 (3.18)</td>
<td></td>
</tr>
<tr>
<td>EHS</td>
<td>4.32 (1.74)</td>
<td>4.12 (1.5)</td>
<td>6.99 (1.88)</td>
<td></td>
</tr>
<tr>
<td>HSA</td>
<td>5.50 (2.61)</td>
<td>5.54 (2.31)</td>
<td>8.14 (2.87)</td>
<td></td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>34.01 (5.21)</td>
<td>33.14 (5.11)</td>
<td>29.93 (4.7)</td>
<td></td>
</tr>
<tr>
<td>Openness</td>
<td>36.37 (6.22)</td>
<td>36.03 (6.34)</td>
<td>33.93 (5.98)</td>
<td></td>
</tr>
<tr>
<td>Self-acceptance</td>
<td>42.83 (7.2)</td>
<td>42.35 (6.3)</td>
<td>38.98 (7.3)</td>
<td></td>
</tr>
</tbody>
</table>

Note: MAP=mastery approach, PAP=performance approach, PAV=performance avoidance, WAV=work avoidance, HST=help-seeking threat, EHS=executive help-seeking, HSA=help-seeking avoidance
Table 7

ANOVA Results for Continuous Validity Variables (Clusters)

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>p</th>
<th>η²</th>
<th>Cluster 1 vs. 2</th>
<th>Cluster 1 vs. 3</th>
<th>Cluster 2 vs. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Help-seeking</td>
<td>144.20</td>
<td>&lt; .001</td>
<td>0.19</td>
<td>p = .98</td>
<td>p &lt; .001</td>
<td>p &lt; .001</td>
</tr>
<tr>
<td>avoidance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>82.32</td>
<td>&lt; .001</td>
<td>0.12</td>
<td>p = .06</td>
<td>p &lt; .001</td>
<td>p &lt; .001</td>
</tr>
<tr>
<td>Openness</td>
<td>20.38</td>
<td>&lt; .001</td>
<td>0.03</td>
<td>p = .75</td>
<td>p &lt; .001</td>
<td>p &lt; .001</td>
</tr>
<tr>
<td>Self-acceptance</td>
<td>36.60</td>
<td>&lt; .001</td>
<td>0.06</td>
<td>p = .65</td>
<td>p &lt; .001</td>
<td>p &lt; .001</td>
</tr>
</tbody>
</table>

Note. Group comparison p-values are from Scheffé’s post-hoc test. N = 1231
### Table 8

**Chi-square Results: Cluster (Cluster Analysis) and Class (Mixture Modeling) by Major**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Observed</th>
<th>Social Sciences</th>
<th>Arts &amp; Humanities</th>
<th>Health Sciences</th>
<th>STEM majors</th>
<th>Education</th>
<th>Nursing</th>
<th>Undeclared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Business/Economics</td>
<td>62</td>
<td>36</td>
<td>43</td>
<td>67</td>
<td>83</td>
<td>17</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>Expected</td>
<td>69.9</td>
<td>43.7</td>
<td>39.2</td>
<td>60.0</td>
<td>69.3</td>
<td>24.9</td>
<td>22.2</td>
</tr>
<tr>
<td></td>
<td>Stand. Resid.</td>
<td>-.9</td>
<td>-1.2</td>
<td>.6</td>
<td>.9</td>
<td>1.7</td>
<td>-1.6</td>
<td>2.9</td>
</tr>
<tr>
<td>Cluster 1</td>
<td>Observed</td>
<td>46</td>
<td>49</td>
<td>33</td>
<td>49</td>
<td>51</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Expected</td>
<td>56.6</td>
<td>35.4</td>
<td>31.8</td>
<td>48.6</td>
<td>56.1</td>
<td>20.2</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>Stand. Resid.</td>
<td>-1.4</td>
<td>2.3</td>
<td>.2</td>
<td>.1</td>
<td>-7</td>
<td>2.2</td>
<td>-1.9</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>Observed</td>
<td>97</td>
<td>43</td>
<td>39</td>
<td>60</td>
<td>69</td>
<td>26</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Expected</td>
<td>78.4</td>
<td>49.0</td>
<td>44.0</td>
<td>67.3</td>
<td>77.7</td>
<td>27.9</td>
<td>24.9</td>
</tr>
<tr>
<td></td>
<td>Stand. Resid.</td>
<td>2.1</td>
<td>-9</td>
<td>-.8</td>
<td>-.9</td>
<td>-1.0</td>
<td>-.4</td>
<td>-1.2</td>
</tr>
</tbody>
</table>

*Note.* Cluster chi-square: $\chi^2 = 47.35$, $p < .001$
Table 9

*Fit Indices for the Three Mixture Model Parameterizations*

<table>
<thead>
<tr>
<th></th>
<th>AIC</th>
<th>BIC</th>
<th>SSABIC</th>
<th>LMR</th>
<th>Entropy</th>
<th>LL</th>
<th># parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Class A</td>
<td>39342.38</td>
<td>39378.19</td>
<td>39355.96</td>
<td>NA</td>
<td>NA</td>
<td>-19664.19</td>
<td>7</td>
</tr>
<tr>
<td>1-Class B</td>
<td>38654.16</td>
<td>38715.55</td>
<td>38677.43</td>
<td>NA</td>
<td>NA</td>
<td>-19315.08</td>
<td>12</td>
</tr>
<tr>
<td>1-Class C</td>
<td>37514.00</td>
<td>37652.12</td>
<td>37566.35</td>
<td>NA</td>
<td>NA</td>
<td>-18730.00</td>
<td>27</td>
</tr>
<tr>
<td>2-Class A</td>
<td>38558.74</td>
<td>38635.47</td>
<td>38587.82</td>
<td><em>p &lt; .001</em></td>
<td>0.768</td>
<td>-19264.37</td>
<td>15</td>
</tr>
<tr>
<td>2-Class B</td>
<td>37607.15</td>
<td>37735.04</td>
<td>37655.63</td>
<td><em>p &lt; .01</em></td>
<td>0.932</td>
<td>-18778.58</td>
<td>25</td>
</tr>
<tr>
<td>2-Class C</td>
<td>37024.47</td>
<td>37229.09</td>
<td>37102.03</td>
<td><em>p = .024</em></td>
<td>0.907</td>
<td>-18529.45</td>
<td>40</td>
</tr>
<tr>
<td>3-Class A</td>
<td>38192.96</td>
<td>38310.62</td>
<td>38237.57</td>
<td><em>p = .237</em></td>
<td>0.661</td>
<td>-19073.48</td>
<td>23</td>
</tr>
<tr>
<td>3 Class B*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3 Class C*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3 Class C</td>
<td><strong>36771.73</strong></td>
<td><strong>37042.85</strong></td>
<td><strong>36874.50</strong></td>
<td><em>p = .010</em></td>
<td><strong>0.733</strong></td>
<td><strong>-18332.86</strong></td>
<td><strong>53</strong></td>
</tr>
<tr>
<td>4-Class A</td>
<td>37903.52</td>
<td>38062.10</td>
<td>37963.63</td>
<td><em>p = .029</em></td>
<td>0.695</td>
<td>-18920.76</td>
<td>31</td>
</tr>
<tr>
<td>4 Class B*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4 Class C*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5-Class A</td>
<td>37667.36</td>
<td>37866.87</td>
<td>37742.99</td>
<td><em>p = .068</em></td>
<td>0.711</td>
<td>-18794.68</td>
<td>39</td>
</tr>
<tr>
<td>5 Class B*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5 Class C*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*LL did not replicate despite 1000 starts; models were not stable.*
Table 10  
Class Means by Classification and Validity (Auxiliary) Variables  
Class Means based on Posterior Probabilities

<table>
<thead>
<tr>
<th>Measure</th>
<th>Class 1 (n = 239)</th>
<th>Class 2 (n = 184)</th>
<th>Class 3 (n = 808)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mastery Approach</td>
<td>19.61</td>
<td>19.10</td>
<td>16.17</td>
</tr>
<tr>
<td>Performance Approach</td>
<td>19.94</td>
<td>14.87</td>
<td>15.84</td>
</tr>
<tr>
<td>Performance Avoidance</td>
<td>18.71</td>
<td>12.17</td>
<td>14.82</td>
</tr>
<tr>
<td>Work Avoidance</td>
<td>10.10</td>
<td>10.16</td>
<td>12.02</td>
</tr>
<tr>
<td>Help-seeking Threat</td>
<td>7.37</td>
<td>7.65</td>
<td>7.53</td>
</tr>
<tr>
<td>Executive Help-seeking</td>
<td>5.25</td>
<td>3.56</td>
<td>5.74</td>
</tr>
<tr>
<td>Help-seeking Avoidance</td>
<td>4.37&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.59&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8.56&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>33.97&lt;sup&gt;a&lt;/sup&gt;</td>
<td>34.72&lt;sup&gt;a&lt;/sup&gt;</td>
<td>30.69&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Openness</td>
<td>36.34&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>38.55&lt;sup&gt;a,c&lt;/sup&gt;</td>
<td>33.87&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Self-Acceptance</td>
<td>42.96&lt;sup&gt;a&lt;/sup&gt;</td>
<td>42.83&lt;sup&gt;a&lt;/sup&gt;</td>
<td>40.17&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> = significantly (p < .01) different from Class 3,  
<sup>b</sup> = significantly (p < .01) different from Class 2,  
<sup>c</sup> = significantly (p < .01) different from Class 1, based on chi-square analyses
Table 11
*Covariances and Variances* by Class

<table>
<thead>
<tr>
<th>Class 1</th>
<th>MAP</th>
<th>PAP</th>
<th>PAV</th>
<th>WAV</th>
<th>HST</th>
<th>EHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>3.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAP</td>
<td>2.36</td>
<td>2.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAV</td>
<td>1.59</td>
<td>1.68</td>
<td>4.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAV</td>
<td>-3.61</td>
<td>-2.10</td>
<td>-0.45</td>
<td>28.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HST</td>
<td>-1.36</td>
<td>-0.30</td>
<td>-0.06</td>
<td>2.49</td>
<td>14.87</td>
<td></td>
</tr>
<tr>
<td>EHS</td>
<td>-0.64</td>
<td>-0.69</td>
<td>-0.26</td>
<td>3.56</td>
<td>2.24</td>
<td>6.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class 2</th>
<th>MAP</th>
<th>PAP</th>
<th>PAV</th>
<th>WAV</th>
<th>HST</th>
<th>EHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>3.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAP</td>
<td>2.36</td>
<td>28.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAV</td>
<td>1.59</td>
<td>1.68</td>
<td>18.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAV</td>
<td>-3.61</td>
<td>-2.10</td>
<td>-0.45</td>
<td>23.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HST</td>
<td>-1.36</td>
<td>-0.30</td>
<td>-0.06</td>
<td>2.49</td>
<td>18.99</td>
<td></td>
</tr>
<tr>
<td>EHS</td>
<td>-0.64</td>
<td>-0.69</td>
<td>-0.26</td>
<td>3.56</td>
<td>2.24</td>
<td>1.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class 3</th>
<th>MAP</th>
<th>PAP</th>
<th>PAV</th>
<th>WAV</th>
<th>HST</th>
<th>EHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>6.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAP</td>
<td>2.36</td>
<td>8.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAV</td>
<td>1.59</td>
<td>1.68</td>
<td>8.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAV</td>
<td>-3.61</td>
<td>-2.10</td>
<td>-0.45</td>
<td>15.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HST</td>
<td>-1.36</td>
<td>-0.30</td>
<td>-0.06</td>
<td>2.49</td>
<td>8.17</td>
<td></td>
</tr>
<tr>
<td>EHS</td>
<td>-0.64</td>
<td>-0.69</td>
<td>-0.26</td>
<td>3.56</td>
<td>2.24</td>
<td>4.09</td>
</tr>
</tbody>
</table>

* Variances are presented on the diagonal

Table 12
*Classification Table: Cluster by Class*

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>193</td>
<td>0</td>
<td>46</td>
<td>239</td>
</tr>
<tr>
<td></td>
<td>80.8%</td>
<td>0.0%</td>
<td>19.2%</td>
<td>100%</td>
</tr>
<tr>
<td>Class 2</td>
<td>44</td>
<td>111</td>
<td>29</td>
<td>184</td>
</tr>
<tr>
<td></td>
<td>23.9%</td>
<td>60.3%</td>
<td>15.8%</td>
<td>100%</td>
</tr>
<tr>
<td>Class 3</td>
<td>183</td>
<td>229</td>
<td>396</td>
<td>808</td>
</tr>
<tr>
<td></td>
<td>22.6%</td>
<td>28.3%</td>
<td>49.0%</td>
<td>100%</td>
</tr>
<tr>
<td>Total</td>
<td>420</td>
<td>340</td>
<td>471</td>
<td>1231</td>
</tr>
<tr>
<td></td>
<td>34.1%</td>
<td>27.6%</td>
<td>38.3%</td>
<td>100%</td>
</tr>
</tbody>
</table>
Table 13
Regression Values for the Prediction of Spring GPA from Cluster and Class
(Cluster/Class 3 as Comparison Group)

<table>
<thead>
<tr>
<th>Step and Predictor</th>
<th>$R^2$</th>
<th>95% CI of $R^2$</th>
<th>$R^2$ Change</th>
<th>$b$</th>
<th>95% CI of $b$</th>
<th>$sr^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>.005*</td>
<td>.000, .015</td>
<td></td>
<td>.095*</td>
<td>.012, .179</td>
<td>.004</td>
</tr>
<tr>
<td>Cluster 2</td>
<td></td>
<td></td>
<td></td>
<td>.090*</td>
<td>.001, .180</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>.016**</td>
<td>.003, .030</td>
<td>.011**</td>
<td>.090</td>
<td>-.001, .182</td>
<td>.003</td>
</tr>
<tr>
<td>Cluster 1</td>
<td></td>
<td></td>
<td></td>
<td>.039</td>
<td>-.054, .132</td>
<td>.001</td>
</tr>
<tr>
<td>Cluster 2</td>
<td></td>
<td></td>
<td></td>
<td>-.009</td>
<td>-.113, .095</td>
<td>.000</td>
</tr>
<tr>
<td>Class 1</td>
<td></td>
<td></td>
<td></td>
<td>.191**</td>
<td>.085, .297</td>
<td>.010</td>
</tr>
<tr>
<td>Class 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 3</strong>†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>.017</td>
<td>.002, .029</td>
<td>.001</td>
<td>.099</td>
<td>-.012, .210</td>
<td>.003</td>
</tr>
<tr>
<td>Cluster 2</td>
<td></td>
<td></td>
<td></td>
<td>.053</td>
<td>-.051, .157</td>
<td>.001</td>
</tr>
<tr>
<td>Class 1</td>
<td></td>
<td></td>
<td></td>
<td>.060</td>
<td>-.133, .253</td>
<td>.000</td>
</tr>
<tr>
<td>Class 2</td>
<td></td>
<td></td>
<td></td>
<td>.175</td>
<td>-.063, .414</td>
<td>.002</td>
</tr>
<tr>
<td>Cluster1 x Class1 Interaction</td>
<td></td>
<td></td>
<td></td>
<td>-.087</td>
<td>-.319, .145</td>
<td>.000</td>
</tr>
<tr>
<td>Cluster1 x Class2 Interaction</td>
<td></td>
<td></td>
<td></td>
<td>.070</td>
<td>-.246, .386</td>
<td>.000</td>
</tr>
<tr>
<td>Cluster2 x Class2 Interaction</td>
<td></td>
<td></td>
<td></td>
<td>-.010</td>
<td>-.288, .269</td>
<td>.000</td>
</tr>
</tbody>
</table>

* $p < .05$ ** $p < .01$
† The other 7 interaction variables dropped out of the analysis because they did not contribute to the model ($b$ and $sr^2 = 0$).
Table 14
Regression Values for the Prediction of Spring GPA from Cluster and Class (Cluster/Class 2 as Comparison Group)

<table>
<thead>
<tr>
<th>Step and Predictor</th>
<th>(R^2)</th>
<th>95% CI of (R^2)</th>
<th>(R^2) Change</th>
<th>(b)</th>
<th>95% CI of (b)</th>
<th>(sr^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>.005*</td>
<td>.000, .015</td>
<td>.005</td>
<td>.005</td>
<td>-.086, .096</td>
<td>.000</td>
</tr>
<tr>
<td>Cluster 3</td>
<td></td>
<td></td>
<td></td>
<td>-090</td>
<td>-.180, -.001</td>
<td>.003</td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>.016**</td>
<td>.003, .030</td>
<td>.011**</td>
<td>.052</td>
<td>-.052, .155</td>
<td>.001</td>
</tr>
<tr>
<td>Cluster 3</td>
<td></td>
<td></td>
<td></td>
<td>-.039</td>
<td>-.132, .054</td>
<td>.001</td>
</tr>
<tr>
<td>Class 1</td>
<td></td>
<td></td>
<td></td>
<td>-.200*</td>
<td>-.336, -.064</td>
<td>.007</td>
</tr>
<tr>
<td>Class 3</td>
<td></td>
<td></td>
<td></td>
<td>-.191**</td>
<td>-.297, -.085</td>
<td>.010</td>
</tr>
<tr>
<td>Step 3(^1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>.017</td>
<td>.002, .029</td>
<td>.001</td>
<td>.125</td>
<td>-.096, .347</td>
<td>.001</td>
</tr>
<tr>
<td>Cluster 3</td>
<td></td>
<td></td>
<td></td>
<td>-.053</td>
<td>-.157, .051</td>
<td>.001</td>
</tr>
<tr>
<td>Class 1</td>
<td></td>
<td></td>
<td></td>
<td>-.272*</td>
<td>-.479, -.065</td>
<td>.005</td>
</tr>
<tr>
<td>Class 3</td>
<td></td>
<td></td>
<td></td>
<td>-.166*</td>
<td>-.311, -.021</td>
<td>.004</td>
</tr>
<tr>
<td>Cluster 1 x Class 3</td>
<td></td>
<td></td>
<td></td>
<td>-.080</td>
<td>-.333, .174</td>
<td>.000</td>
</tr>
<tr>
<td>Cluster 3 x Class 1</td>
<td></td>
<td></td>
<td></td>
<td>.167</td>
<td>-.151, .485</td>
<td>.001</td>
</tr>
<tr>
<td>Cluster 3 x Class 2</td>
<td></td>
<td></td>
<td></td>
<td>.010</td>
<td>-.269, .288</td>
<td>.000</td>
</tr>
</tbody>
</table>

* \(p < .05\) ** \(p < .01\)

\(^1\) The other 7 interaction variables dropped out of the analysis because they were made up entirely of zeroes.

Table 15
Cohen's \(d\) Comparison of GPA Means across Classes (by Assignment Type) and Clusters

<table>
<thead>
<tr>
<th></th>
<th>(d)</th>
<th>(\chi^2)(^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 vs. 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modally-assigned class</td>
<td>.28</td>
<td>-</td>
</tr>
<tr>
<td>Fractional class</td>
<td>.45</td>
<td>23.11**</td>
</tr>
<tr>
<td>Cluster</td>
<td>.01</td>
<td>-</td>
</tr>
<tr>
<td>1 vs. 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modally-assigned class</td>
<td>.05</td>
<td>-</td>
</tr>
<tr>
<td>Fractional class</td>
<td>.03</td>
<td>0.113</td>
</tr>
<tr>
<td>Cluster</td>
<td>.06</td>
<td>-</td>
</tr>
<tr>
<td>2 vs. 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modally-assigned class</td>
<td>.33</td>
<td>-</td>
</tr>
<tr>
<td>Fractional class</td>
<td>.44</td>
<td>41.51**</td>
</tr>
<tr>
<td>Cluster</td>
<td>.05</td>
<td>-</td>
</tr>
</tbody>
</table>

*Chi-square comparison from output entering GPA as an auxiliary variable ** \(p < .001\)
Figures

Figure 1. Illustration of how structure can be imposed on data where no structure exists.

Figure 2. Illustration of the issues with using correlation as a measure of similarity.

Figure 3. Visual representation of the concept of Euclidean distance.
Figure 4. Possible student profiles resulting from cluster analysis or mixture modeling, utilizing the variables of study.

Figure 5. Z-score means by cluster for the three-cluster hierarchical agglomerative cluster analysis solution.
Figure 6. Z-score means by cluster for the final three-cluster $k$-means cluster analysis solution.

Figure 7. Z-score means by class for the final three-class mixture modeling solution (modal assignment).
## Appendix A

Description of Affective and Attitudinal Measures Completed by Students at Both Time Points

<table>
<thead>
<tr>
<th>Subtest</th>
<th>Subscales</th>
<th>Sample Item</th>
<th>Scale Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Achievement Goal Questionnaire</strong></td>
<td>Mastery-Approach (3 items)</td>
<td>“My aim is to completely master the material in my courses this semester.”</td>
<td>1 (not at all true of me) to 7 (very true of me)</td>
</tr>
<tr>
<td></td>
<td>Performance-Approach (3 items)</td>
<td>“My aim this semester is to perform well relative to other students.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Performance-Avoidance (3 items)</td>
<td>“My aim to avoid doing worse than other students.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work-Avoidance (4 items)</td>
<td>“I want to do as little work as possible this semester.”</td>
<td></td>
</tr>
<tr>
<td><strong>Help-Seeking Scale</strong></td>
<td>Executive Help-Seeking (2 items)</td>
<td>“Getting help in this class would be a way of avoiding doing some of the work.”</td>
<td>1 (strongly disagree) to 8 (strongly agree)</td>
</tr>
<tr>
<td></td>
<td>Help-Seeking Threat (3 items)</td>
<td>“I would feel like a failure if I needed help in this class.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Help-Seeking Avoidance (3 items)</td>
<td>“I would rather do worse on an assignment I couldn’t finish than ask for help.”</td>
<td></td>
</tr>
<tr>
<td><strong>Psychological Well-being Scale</strong></td>
<td>Self-Acceptance (9 items)</td>
<td>“In general, I feel confident and positive about myself.”</td>
<td>1 (strongly disagree) to 6 (strongly agree)</td>
</tr>
<tr>
<td><strong>Big Five Inventory</strong></td>
<td>Conscientiousness (9 items)</td>
<td>“I see myself as someone who does a thorough job.”</td>
<td>1 (disagree strongly) to 5 (agree strongly)</td>
</tr>
<tr>
<td></td>
<td>Openness (10 items)</td>
<td>“I see myself as someone who has an active imagination.”</td>
<td></td>
</tr>
</tbody>
</table>
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