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Abstract

In this simulation study, data were generated such that some items fit the generalized partial credit
model (GPCM) while other items fit the nominal response model (NRM) but not the constraints of
the GPCM. The purpose was to explore (a) how the errors in parameter estimation were affected by
using the GPCM when the constraints of the GPCM were inappropriate, and (b) how the errors were
affected by using the less-constrained NRM when the constraints of the GPCM were appropriate.
With large sample sizes, there were considerable gains in precision from using the NRM when the
GPCM was inappropriate, and only small losses in precision from using the NRM when the GPCM
would have been appropriate. With small samples, there were greater benefits due to applying the
constraints of the GPCM when appropriate, and smaller benefits due to using the NRM when the
GPCM was inappropriate.
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A Comparison of the Recovery of the Nominal Response and Generalized Partial Credit Models
Performance tasks and constructed response tests are often scored using polytomous rubrics,

rubrics with multiple score points instead of simply right or wrong. Surveys of student and parent
attitudes often employ polytomous response scales as well. Two possible item response models for
polytomous data are the nominal response (Bock, 1972) and generalized partial credit models
(Muraki, 1992). Both models describe the probability of responding or scoring in each of the item
categories, given a respondent's trait score and the item's parameters. The nominal response model
subsumes the generalized partial credit model as a constrained case. The purpose of these studies
was to explore the consequences of using the more general model when the constrained model
would fit the data, and of using the more constrained model in situations where the less-constrained
model was somewhat more appropriate.

The generalized partial credit model (GPCM) is:

j
aj 2.(6-bjk)
e k=1
m; i 2.(6-bjk)
Ze k=1
h=1

where
P;(0) is the probability of scoring/selecting category j in item 1, given trait score 6,
a; is the item slope parameter,
bjj is the category parameter (step difficulty) for category j (except for bj;, which is arbitrarily
defined as zero, bjj is the transition where j - 1 and j are equally likely), and
my; is the number of categories for item 1.
Notice that this model differs from Masters' (1982) partial credit model in that each item can have a

different a-parameter (slope); items with higher a-parameters are more discriminating. Within each
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item, however, there is only one a-parameter. The option characteristic curves (OCCs) for a GPCM
item, with @ = 1 and b = [0, -0.75, -0.25, 0.25, 0.75] are diagrammed in Figure 1. For the GPCM,
each b except the first is the intersection between adjacent categories. Notice that the OCCs for
categories 1 and 5 are mirror images, and the middle categories have essentially the same shape
except that they have different heights and different locations on the trait scale. Figure 1 also
illustrates the role of the step parameters--the OCCs for categories 1 and 2 intersect at b, (-0.75),
categories 2 and 3 intersect at b3 (-0.25),etc.

The nominal response model (NRM) is:

cjj +aijj
P;(0) = o (2),
Z eCih +aj,0
h=1
where
P;i(0) is the probability of an examinee with a trait level of 6 falling in category j of item 1,
ajj is the slope for category j of item 1,
cij is the intercept for category j of item i, and
m; is the number of categories of item 1.

Bock (1972) did not give labels to the parameters a;; and cjj, simply calling them item
parameters. The labels slope and intercept have been used by other researchers, including De Ayala
and Sava-Bolesta (1999) and Wollack, Bolt, Cohen, and Young-Sun (2002). In contrast to the
GPCM, the NRM has a different slope parameter for each category within the item. The response
category that corresponds to highest levels of the trait will generally have the most positive a-
parameter, while the category that corresponds to lowest levels of the trait will have the most

negative a-parameter, but they are not necessarily mirror images; one may be almost flat while the

other may be quite steep. Middle categories will have varying a-parameters, depending on whether
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the probability of response more often decreases or more often increases as the trait level increases.
For example, if the item described above and diagrammed in Figure 1 were written in terms of the
NRM, the a-parameters would be [-2, -1, 0, 1, 2]. In this case, the highest and lowest categories
have the same slope with reverse signs because the data fit the GPCM. The a-parameters for the
middle categories are more difficult to interpret without graphing the function. An g-parameter of
zero does not mean the category does not discriminate well the way an a-parameter of zero in the
GPCM would mean the item had no discrimination. The c-parameters in Figure 1 would be [-0.5,
0.25, 0.5, 0.25, -0.5] in terms of the NRM model. Notice that the c-parameters are not the same as
the intersection points of the categories the way they are in the GPCM, though these intersection
points can be calculated based on the a and ¢ parameters of adjacent categories. De Ayala and Sava-
Bolesta (1999) explained that the c-parameters "reflect the interaction between a category's
difficulty and how well it discriminates" (p. 4). The c-parameters are generally not easily
interpretable in isolation, but they can be used in equation 2 to predict probability of response.

Figure 2 illustrates an NRM item that would not fit the GPCM; the a-parameters are
[-1.5,-1.3,0, .7, 2.5] and the c-parameters are [0.025, 0.175, 0.5, 0.325, -1.025]. The slopes for the
item categories are not parallel or inverse, so these parameters could not be transformed into the
GPCM parameters as those in Figure 1 could be. Also notice that the intersections between adjacent
categories are the same as in Figure 1, but the c-parameters are completely different because the c-
parameters depend not only on the intersection points but also the a-parameters of adjacent
categories.

Another difference between the NRM and the GPCM is that the categories in the GPCM are
in a pre-specified order; typically, the first category corresponds to the lowest level of the trait and
successive categories correspond to higher levels of the trait. This does not necessarily mean that

the b-parameters for a GPCM item are always in ascending order. For example, it is possible that
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the intersection between categories 2 and 3 (b3) occurs at a lower trait level than the intersection
between categories 1 and 2 (b,). However, even in this situation the probability of scoring 2 rather
than 1, and the probability of scoring 3 rather than 2, would increase as the trait level increased. For
the NRM model, the categories do not have to be in any particular order; the category labeled "1" in
Figure 2 could have been designated "3" without affecting the characteristic curves.

In MULTILOG (Thissen, 1991), computer software for estimating item parameters for these
and other polytomous modéls, the GPCM is specified as a special case of the NRM in terms of the
matrices for the contrasts among the parameters. It is these contrasts that MULTILOG directly
estimates, and the g-parameters and c-parameters can then be calculated from the contrasts. The
default matrices are deviation matrices. For the GPCM, the c-parameter contrasts can be specified
as triangular contrasts with the a-parameter contrasts as polynomial contrasts with all terms except
the linear contrasts defined to be zero. The MULTILOG manual (Thissen, 1991, p. 2-21 and p. 3-
20) as well as Childs and Chen (1999) give details on specifying these commands for the PCM; the
only difference for the GPCM is that the a-parameters are not constrained to be equal across items.

The objective of this study was to compare the recovery of item parameters using the GPCM
and NRM. The categories were in a meaningful order in all cases because the GPCM would not
produce meaningful results otherwise. When the order of the item categories is known and a
researcher or test developer believes a dataset will basically fit the GPCM, but some categories
within an item may be somewhat more discriminating than others, it might seem sensible to use the
NRM because if the data fit the GPCM, they should also fit the NRM, but the converse is not
necessarily true. The test developer could fit both models and compare the difference in the -2 log-
likelihood indices; a significant difference would indicate the NRM fit better, but this could mean
that just a few of the items needed the less-constrained model. Many of the items might fit the

more-constrained GPCM, which could only be discovered by changing the specifications for
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individual items one at a time and comparing the difference in overall fit (the MULTILOG manual,
Thissen, 1991, pp. 3-60 to 3-65, illustrates this approach). With long tests or multiple test forms, it
is more likely that the same model will be used for all items, even when it is less than ideal. The
drawbacks of using the NRM, if the GPCM does fit the data are: (1) the NRM has more parameters,
so for any fixed sample size there is likely to be more error variance around the estimated
parameters, (2) if the constraints of the GPCM are appropriate, relaxing those constraints could lead
to chance overfitting of the model to small chance errors in the data, especially for small samples,
and (3) conceptually, the item parameters for the NRM are less interpretable and harder to explain
to others, which is particularly important to educational researchers who must release technical
details to a broader audience. In this study, the data for half the items in each test were generated to
fit the GPCM, and the data for the other half of the items were generated to fit the NRM; the
response categories were ordered in both cases, but GPCM constraints on the a-parameters were not
met for the NRM items. For the GPCM items, the errors of the item parameter estimates were
expected to be smaller using the GPCM, but the question was whether the NRM errors would be
meaningfully larger. For the items that fit the NRM but did not quite fit the GPCM, the NRM was
expected to have smaller amounts of error, particularly with large datasets, though again the
question was whether the error using the GPCM would be meaningfully larger. With small samples,
the outcome was less predictable because of the possibility that the wrong, but more-constrained
model (the GPCM) would lead to less error due to the difficulty of estimating the additional
parameters in the NRM. For example, Lord (1980) suggested that with small sample sizes the one-
parameter logistic (1PL) model might produce more accurate estimates than the three-parameter
logistic (3PL) even when the 3PL was a better fit to the data. Similarly, Barnes and Wise (1991)
found that constrained versions of the 3PL model, compared to the unconstrained 3PL model, led to

smaller RMSEs in difficulty parameters and item characteristic curves.



A comparison of the recovery 7

Method

Four factors were studied: model used to generate the data (GPCM or NRM), model used to
estimate the item parameters, number of items (20 or 10), and sample size of simulated respondents
(2000, 500, or 250). All items had S response/score categories.
Data Simulation

For each of 100 replications, different sets of item parameters and trait parameters were
used; for the 20 item condition, a total of 2000 items were simulated. All item parameters were
initially selected in terms of the GPCM. The a-parameters were drawn from a log-normal
distribution with mean -0.5, standard deviation 0.2. The first b-parameter for each item was
arbitrarily set to zero and the second b-parameter (the first intersection point) for each item was
drawn from a uniform distribution ranging from -2 to 1; the distance between each successive b-
parameter and the previous one was then drawn from a uniform distribution ranging from 0.2 to 0.4.
For the NRM parameters that did not meet the constraints of the GPCM, the parameters created for
the GPCM were altered slightly. First, the GPCM item parameters were transformed into the
equivalent NRM parameters. The GPCM a-parameter for each item was transformed to the
equivalent NRM a-vector by multiplying the a-parameter by the linear contrast [-2, -1, 0, 1, 2].
Once the a-parameters were in terms of the NRM, they were altered so that the constraints of the
GPCM would no longer fit. A constant of 0.5 was added to the first and last a-parameters, making
the first category less discriminating and the last category more discriminating. For example, if the
first a-parameter were -2 and the last a-parameter were 2, they would be altered to -1.5 and 2.5.
Then 0.3 was subtracted from the second category and the fourth category, making the second
category more discriminating and the fourth category less discriminating. The c-parameters were

then calculated from the equation:

Ck+1 =Cx — by (ag —ay) A3)
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where the b-parameters are the b-parameters, or intersections, from the GPCM. To deal with the
indeterminacy in the location of the c's, ¢ was initially set to 0, then after solving Equation 3 for
each of the other c-parameters, the c-parameters were rescaled by a constant such that they summed
to zero. Figures 1 and 2, discussed above, illustrate an item before and after it was altered in this
way. The reader can use these figures to judge the extent of the alteration. Note that the order of the
categories and their intersection points were not changed; the c-parameters were altered simply
because the intersections of the category functions are dependent on both the a and ¢ vectors and the
category intersections would have moved if the a-parameters were altered without adjusting the ¢
parameters. A larger difference between the GPCM and NRM could have been created by changing
the order of the categories, but realistically one would not try to fit the GPCM if one suspected the
categories might not be ordinal.

For the test length of 20 items, for each replication 10 items were simulated under the
GPCM and 10 under the NRM. For the test length of 10 items, 5 of the 10 GPCM and 5 of the 10
NRM items were randomly selected from each replication. Ten items would seem quite short for a
multiple choice test, but would be realistic for a test with complex constructed-response items
where students might spend 5-10 minutes on each item. It would also be realistic for one scale on a
survey which measured multiple attitudes.

Trait scores for 2000 simulees were randomly selected for each replication from a normal
(0,1) distribution. The conditions with sample sizes of 500 and 250 used subsets of these simulees.
For the partial credit model (not Muraki's generalized version, but with slopes constrained to be
equal across items), Choi, Cook, and Dodd (1997) found samples as small as 250 led to acceptable
RMSE:s for items with 4 categories, but larger samples of at least 1000 were needed for acceptable
RMSE:s for items with 7 categories. Five hundred has been suggested as a minimum for another

polytomous model, the graded response model (Ankenmann & Stone, 1992; Reise & Yu, 1990).
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The sample sizes for this study were chosen to span this range and included a large sample of 2000
that would be expected to have less error as well as a relatively small sample size of 250 which
represented the lower end, or perhaps below the lower end, of the sample sizes that might be
considered for polytomous model estimation.

Responses to each item were simulated by drawing randomly in proportion to the probability
of the simulee choosing each category given the simulee's trait level and the item parameters. For
example, if a simulee had probabilities of [0.10, 0.20, 0.25, 0.30, 0.15] of choosing/scoring [1, 2, 3,
4, 5] respectively, if a random draw from a uniform [0,1] distribution were between 0 and 0.1, the
response would be coded 1; if between 0.1 and 0.3, the response would be coded 2; if between 0.3
and 0.55, the response would be coded 3, and so on.

Recovery of Parameters

MULTILOG (Thissen, 1991) was used to estimate the item parameters based on the
simulated data. The item parameters were estimated twice, once using the unconstrained nominal
model and once using the generalized partial credit model (triangle contrasts for the c-parameters,
polytomous contrasts for the a-parameters, with all terms in the non-linear contrasts set to 0).
Nineteen quadrature points were used for the normal trait distribution, evenly spaced from -4.5 to
4.5. Up to 300 cycles were specified to ensure convergence in all conditions. Otherwise, program
defaults were used.

Two measures were used to assess the accuracy of the recovered item parameters: the root-
mean-square-error (RMSE) of the parameters, and the RMSE between the OCC's. The RMSEs are
the empirical standard errors (the standard deviation around the true parameter, not around the
average estimate, such that the RMSE includes any bias as well as variance in the parameter

estimation). The smaller the RMSE, the more precise the estimate is, on average. The parameters
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were left in terms of the NRM because, while GPCM parameters can be transformed to NRM
parameters, NRM parameters generally can not be transformed to GPCM parameters.

The RMSE of the a-parameters or c-parameters was calculated within each condition as:

i i E(Ahij - Ahij)2

RMSE,, = |/2=1=b=! — , @)

where

Auij is the parameter (a- or c-parameter) for category j in item i in replication h
Ahij is the estimate of Ay,

m is the number of response/score categories,
n is the number of items, and

r is the number of replications.

For each OCC, the RMSE between the true and recovered curve was approximated by
evaluating the functions (true and recovered) at each quadrature point, squaring the difference

between the probabilities, weighting by the density at the point, and summing across the quadrature

points. This can be symbolized:

r nmQ A
X 22 Y wo[Py(8g) - Py (01
RMSE = || A==zl , ©)
mm

where

W, is the density at quadrature node q in a normal distribution,
f)hij (Gq) is the probability of a respondent at node q responding in category j of item i (in

replication h), based on the estimated parameters, and
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Phij C, q) is the probability of a respondent at node q responding in category j of item i (in

replication h), based on the true parameters.
Similar, but not identical, indices were used by Hulin, Lissak, & Drasgow (1982) and Drasgow
(1989) in studies of the recovery of parameters for dichotomous items. In this study, greater weight
was given at the center of the latent trait distribution, where the greatest number of examinees or
respondents would be.

0's were estimated by maximum likelihood (ML). The bias (average difference between the
estimated and true value) and RMSE were calculated for the O estimates as well. Based on their true
0's, simulees were grouped into intervals of width = .25 and bias and RMSE were estimated within
each interval. Test length would be expected to have a direct effect on the RMSE of the 0's, as each
additional item should decrease the standard error. Sample size could have an indirect effect;
sample size would be expected to influence the accuracy of the item parameter estimation, which in
turn could impact the RMSE of the 6's.

Results

QOverall Fit of the Models

The difference between the -2 log-likelihood for the GPCM and the -2 log-likelihood for the
NRM was used to test whether the NRM fit significantly better than the GPCM. This test is
meaningful here because, if the difference were not significant, in the interest of parsimony one
would generally use GPCM. If the difference were significant, one could rerun both models,
relaxing the constraints one item at a time to find which items did not meet the GPCM, or one could
use the NRM for all items. The difference in -2 log-likelihoods, under the null model of no
difference in fit, would be distributed as chi-square with 60 degrees of freedom for the 20-item tests

and 30 degrees of freedom for the 10-item tests. This difference should have been significant in all
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conditions, because half of the items in each test did not meet the constraints of the GPCM. The
difference was statistically significant at the 0.05 level in 100% of the replications of all conditions
except the 10-item test with sample size of 250, where the difference was significant in 98 of the
100 replications.

RMSE of Parameters and QCCs

RMSEs are shown, by condition, in Figures 3-8. In Figures 3 and 4, it appears test length
had little impact on the RMSEs of the a-parameters when the GPCM was used to estimate the items
parameters. When the NRM was used for estimation, RMSEs were somewhat smaller when the test
was longer. When the data were generated to follow the GPCM (Figure 3), the RMSEs were smaller
when the GPCM, rather than the less-constrained NRM, was used to recover the item parameters.
This difference noticeably decreased as the sample size increased. When the data were generated to
follow the NRM but not the more-constrained GPCM (Figure 4), the RMSEs were smaller when the
NRM, rather than the GPCM, was used to recover the item parameters. This difference was greatest
when the sample size was largest; when the sample size was 250, the advantage of the NRM was
small for the 20-item test and actually reversed for the 10-item test.

In Figures 5 and 6, the results followed the same pattern for the c-parameters as shown in
Figures 3 and 4 for the a-parameters. The RMSEs were slightly larger for the c-parameters, but the
effects of the factors were the same.

The RMSE:s for the OCCs are illustrated in Figures 7 and 8. These RMSEs show how well
the probability functions, as opposed to the individual parameters, were reproduced. Test length had
no meaningful impact on the RMSEs. When the data were generated to follow the GPCM (Figure
7), the RMSE was again smaller when the GPCM was used for parameter estimation with smaller
samples, but this difference was smaller than it was for the individual parameters, and it virtually

disappeared for the sample size of 2000. When the data were generated to follow the less-
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constrained NRM (Figure 8), the RMSE was smaller when the NRM was used for parameter
recovery, as was the case for the a- and c-parameters. The advantage of the NRM over the GPCM
decreased as the sample size decreased, but the RMSE remained larger for the GPCM estimation
even with the sample size of 250.
Bias and RMSE of 6s

Bias in 0 estimation is shown in Figures 9 and 10. The 0 estimates were based on the total
test (all 10 or 20 items); half the items fit the GPCM and half did not, so when the GPCM was used
it was inappropriate for half the items and when the NRM was used it was unnecessarily
complicated for half the items. For the NRM, the bias showed the typical pattern of ML estimates;
the more extreme 0's were biased outwards. For the GPCM, the bias showed an unexpected pattern;
estimates at both extremes were higher than their true values. Also, the bias at the center was
slightly negative. The absolute value of the bias was 0.1 or lower for 8's from about -1.5 to 2 for the
NRM and from about -1.5 to 1 for the GPCM. Outside of this range, bias tended to be greater for
the GPCM.

RMSE for 6 (Figures 11 and 12) was similar for the NRM and GPCM for 0's from about -

1.5 and higher. For lower 6's, though, RMSE was noticeably lower for the GPCM, despite the fact
that bias was higher for the GPCM in this range. Test length made a difference; under both models,
there were two noticeable bands of RMSEs, with the 20-item tests resulting in smaller RMSE. Test
length had a much bigger impact than the number of examinees used to calibrate the items.
Limitations and Conclusions

Like all simulation studies, this study was limited by the specific conditions chosen. Only a
limited number of sample sizes and test lengths were studied; test length might have had an impact
if very short tests were included. Only normally distributed latent traits were studied; departures

from normality could potentially influence RMSE; results with other IRT models have been mixed
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though any differences due to non-normality have generally been small (Kirisci, Hsu, & Yu, 2001;
Reise & Yu, 1990; Stone, 1992; Swaminathan & Gifford, 1983). Most importantly, the degree to
which the data departed from the GPCM likely had a strong influence on the results. The purpose
was to investigate obvious departures from the GPCM in terms of category slopes (as evidenced by
comparing Figures 1 and 2) while still keeping the categories in a fixed order so that the GPCM was
not completely unreasonable. Smaller departures from the model would have had less of an effect.

The inclusion of different randomly selected items in each replication also presented
limitations. This procedure was selected for greater generalizability; chance combinations of item
parameters which were particularly hard to estimate would not recur over and over again in every
replication and thus would not unduly influence the results. However, this also meant that these
cases could not be identified and classified because RMSE could not be calculated for specific
parameters.

A final limitation was that each dataset had some items that followed the GPCM and some
that did not. The models were mixed within datasets because it is in this situation where one is most
likely to want to use the less optimal model for some items, for the simplicity of using the same
model for all the items. If the test of fit showed that the NRM fit better overall, it would be simplest
to use the NRM for all items. However, this mixing of models made it impossible to test the Type I
error rate as each test always included some items which did not fit the GPCM.

When large samples (n = 2000) were used, if the data did not follow the GPCM the RMSEs
for the item parameters and characteristic curves were considerably smaller when the parameters
were estimated using the NRM. If the data did follow the GPCM, RMSE:s for the individual
parameters were somewhat smaller when the GPCM was used to estimate the parameters, but the
RMSEs for the characteristic curves were about the same regardless of which estimation model was

utilized. This makes sense because the NRM is not an inappropriate model when the GPCM fits, it
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simply has more free parameters than necessary and is estimated less optimally. Therefore, one
could reasonably run the NRM knowing that little precision would be lost for items where the
GPCM would have been appropriate, and precision would be gained for items where the GPCM
was not appropriate. Particularly where the comparison of the -2 loglikelihoods from the GPCM and
NRM indicated that overall the fit was better to the NRM, not much precision would be lost by then
using the NRM for all items.

With smaller sample sizes, when the data followed the GPCM the advantage (in relative
precision) of using the GPCM over the NRM to estimate the item parameters increased compared to
the larger samples. This was more true for the errors of the parameter estimates than for the errors
of the OCCs. When the data departed from the GPCM, the relative advantages of using the correct
NRM for estimation were less for the smaller samples than they were for the larger samples. With
smaller samples, there is more to gain by using the GPCM when it is appropriate, and relatively less
to lose if it is not. However, if viewed in an absolute rather than relative sense, the RMSEs for the
NRM data with sample size of 250 were large regardless of which model was used in parameter
recovery. For this sample size, it might be best to test whether the NRM offered significantly better
fit than the GPCM, and if so to avoiding releasing or using item parameter estimates until more data
can be collected.

When estimating O using these tests where half the items fit the GPCM but half did not, for
0's below -1 the RMSEs were smaller using the GPCM. This was due not to an decrease in bias
using the GPCM but to less variance. Longer tests, as would be expected, led to lower levels of
RMSE. Sample size had little impact on precision of 0 estimates; samples as small as 250 produced
0 estimates that were about as accurate as the calibrations from larger samples. However, accurate
item parameterization is important for equating, DIF studies, or test development, so in most

contexts larger samples are still needed.
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Figure Captions

Figure 1. A generalized partial credit model item.

Figure 2. A nominal response model item.

Figure 3. RMSE of a-parameters, data simulated under the GPCM.

Figure 4. RMSE of a-parameters, data simulated under the NRM.

Figure 5. RMSE of c-parameters, data simulated under the GPCM.

Figure 6. RMSE of c-parameters, data simulated under the NRM.

Figure 7. RMSE of option characteristic curves, data simulated under the GPCM.

Figure 8. RMSE of option characteristic curves, data simulated under the NRM.

Figure 9. Bias in 0 estimated using GPCM item parameters.

Figure 10. Bias in 0 estimated using NR item parameters.

Figure 11. RMSE in 6 estimated using GPCM item parameters.

Figure 12. RMSE in 0 estimated using NR item parameters.
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