
James Madison University
JMU Scholarly Commons

Dissertations The Graduate School

Summer 2013

Measuring motivation for coursework across the
academic career: A longitudinal invariance study
Makayla Grays
James Madison University

Follow this and additional works at: https://commons.lib.jmu.edu/diss201019
Part of the Psychology Commons

This Dissertation is brought to you for free and open access by the The Graduate School at JMU Scholarly Commons. It has been accepted for inclusion
in Dissertations by an authorized administrator of JMU Scholarly Commons. For more information, please contact dc_admin@jmu.edu.

Recommended Citation
Grays, Makayla, "Measuring motivation for coursework across the academic career: A longitudinal invariance study" (2013).
Dissertations. 76.
https://commons.lib.jmu.edu/diss201019/76

https://commons.lib.jmu.edu/?utm_source=commons.lib.jmu.edu%2Fdiss201019%2F76&utm_medium=PDF&utm_campaign=PDFCoverPages
https://commons.lib.jmu.edu/diss201019?utm_source=commons.lib.jmu.edu%2Fdiss201019%2F76&utm_medium=PDF&utm_campaign=PDFCoverPages
https://commons.lib.jmu.edu/grad?utm_source=commons.lib.jmu.edu%2Fdiss201019%2F76&utm_medium=PDF&utm_campaign=PDFCoverPages
https://commons.lib.jmu.edu/diss201019?utm_source=commons.lib.jmu.edu%2Fdiss201019%2F76&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/404?utm_source=commons.lib.jmu.edu%2Fdiss201019%2F76&utm_medium=PDF&utm_campaign=PDFCoverPages
https://commons.lib.jmu.edu/diss201019/76?utm_source=commons.lib.jmu.edu%2Fdiss201019%2F76&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:dc_admin@jmu.edu


 

 

 

 

Measuring Motivation for Coursework across the Academic Career: 

 

A Longitudinal Invariance Study 

 

Makayla Grays 

 

 

 

 

 

 

 

 

A dissertation submitted to the Graduate Faculty of 

 

JAMES MADISON UNIVERSITY 

 

in 

 

partial fulfillment of the requirements 

  

for the degree of 

 

Doctor of Philosophy 

 

 

 

Department of Graduate Psychology 

 

 

 

 

 

 

 

August 2013 

 



 

ii 

 

Acknowledgments 

I extend my sincere gratitude to Robin, Chris, Dena, Christine, Teresa, John, Kenn, Bo, 

Jerusha, Jeff, Dan, Anna, and Ashley for all of the ways they supported me in the 

completion of this dissertation. 

 



 

iii 

 

Table of Contents 

Acknowledgments............................................................................................................... ii 

 

List of Tables .................................................................................................................... vii 

 

List of Figures .................................................................................................................... ix 

 

Abstract ................................................................................................................................x 

 

CHAPTER 1. INTRODUCTION ........................................................................................1 

 Motivation for Coursework across the Academic Career ........................................1 

  Motivation for General Education ...............................................................2 

   The impact of future careers ............................................................3 

   The main issue: Value ......................................................................3 

  Why Value for Coursework May Change ...................................................4 

  Why Value for Coursework May Not Change ............................................4 

 Measuring Motivation for Coursework ...................................................................7 

  The Expectancy, Value, and Cost Scale (EVaCS) .......................................7 

 Purpose of the Research ...........................................................................................8 

 Study 1: Confirmatory Factor Analysis ...................................................................8 

  Does the hypothesized three- factor model fit the EVaCS data 

  better than the alternative models tested? ....................................................8 

 Study 2: Measurement Invariance and Latent Mean Differences ............................9 

  Does the EVaCS exhibit longitudinal measurement invariance for 

  incoming and mid-career students? .............................................................9 

  Do the latent means of motivation for coursework differ for 

  incoming and mid-career students? .............................................................9 

 

CHAPTER 2. REVIEW OF THE LITERATURE ............................................................11 

 Expectancy-Value Theory of Motivation ..............................................................11 

  Expectancy .................................................................................................12 

  Value ..........................................................................................................13  

  Cost ............................................................................................................15  

  Relationships between Expectancy, Value, and Cost ................................16 

  Antecedents and Consequences of Expectancy and Value ........................18 

 A Major Source of Undergraduates’ Motivation: Future Career Goals ................19 



 

iv 

 

  Motivation for Career-Related Coursework ..............................................20 

 General Education ..................................................................................................21 

  Liberal Arts vs. Vocationalism (or Education vs. Training) .....................24 

  Student Attitudes ........................................................................................26 

  Research on Motivation for General Education .........................................29 

  Comparing Motivation for General Education and Major Coursework ....31 

 Undecided Students ...............................................................................................33 

  Undecided Students’ Motivation for Coursework .....................................34 

 Establishing a Measure of Motivation for Coursework: The EVaCS....................35 

  Benson’s Framework for Construct Validation .........................................36 

 Conclusion .............................................................................................................38  

 

CHAPTER 3. METHOD ...................................................................................................40 

 Data Collection ......................................................................................................40 

  Samples ......................................................................................................42 

 Measure ..................................................................................................................43  

  Expectancy, Value, and Cost Scale (EVaCS) ............................................43 

 Study 1: Assessing Model-Data Fit Using Confirmatory Factor Analysis ............44 

  Unidimensional Model...............................................................................45 

  Correlated Two-Factor Model ...................................................................45 

  Bifactor Model ...........................................................................................46 

  Correlated Three-Factor Model .................................................................48 

  Determining the Best-Fitting Model ..........................................................49 

 Study 2: Testing for Measurement Invariance and Latent Mean Differences .......49 

  Configural Invariance ................................................................................49 

  Metric Invariance .......................................................................................50 

  Scalar Invariance ........................................................................................51 

  Latent Mean Differences............................................................................52 

 Conclusion .............................................................................................................53  

 

CHAPTER 4. RESULTS ...................................................................................................54 

 Study 1 ...................................................................................................................54  

  Data Screening ...........................................................................................54 

   Outliers ...........................................................................................54 



 

v 

 

   Multicollinearity ............................................................................55 

   Normality .......................................................................................56 

  Descriptive Statistics ..................................................................................57 

 Confirmatory Factor Analysis ................................................................................57 

  Fit Indices...................................................................................................58 

  Testing and Cross-Validating 15-Item Model Fit in Samples 1 and 2 ......60 

   Unidimensional model ...................................................................60 

   Correlated two-factor model ..........................................................60 

   Bifactor model ...............................................................................60 

   Correlated three-factor model ........................................................61 

  Summary of Results from Samples 1 and 2 ...............................................62 

  Testing and Cross-Validating 14-Item Model Fit in Samples 3 and 4 ......63 

   Unidimensional model ...................................................................63 

   Correlated two-factor model ..........................................................63 

   Bifactor model ...............................................................................63 

   Correlated three-factor model ........................................................64 

  Summary of Results from Samples 3 and 4 ...............................................65 

 Study 2 ...................................................................................................................66  

  Data Screening ...........................................................................................66 

   Outliers ...........................................................................................66 

   Multicollinearity ............................................................................67 

   Normality .......................................................................................67 

  Descriptive Statistics ..................................................................................67 

 Measurement Invariance ........................................................................................68 

  Fit Indices...................................................................................................68 

  Fitting Data from Time Points Separately .................................................70 

  Scaling the Latent Factors in the Invariance Models .................................71 

  Configural Invariance ................................................................................71 

  Metric Invariance .......................................................................................72 

  Scalar Invariance ........................................................................................72 

 Latent Mean Differences........................................................................................73 

  Latent Mean Stability .................................................................................74 

 Conclusion .............................................................................................................76 



 

vi 

 

CHAPTER 5. DISCUSSION .............................................................................................77 

 Research Question 1: Does the hypothesized three- factor model fit the EVaCS 

 data better than the alternative models tested? ......................................................77 

Research Question 2: Does the EVaCS exhibit longitudinal measurement 

invariance for incoming and mid-career students? ................................................78 

 Research Question 3: Do the latent means of motivation for coursework differ 

 for incoming and mid-career students? ..................................................................79 

 Implications for Measuring Motivation with the EVaCS ......................................79 

 Implications for Motivation Theory.......................................................................81 

 Limitations of the Studies ......................................................................................83 

 Future Research on Motivation for Coursework ...................................................85 

 Assessing Students’ Motivation in Higher Education ...........................................89 

 Conclusion .............................................................................................................90  

 

Appendix A. Expectancy, Value, and Cost Scale (EVaCS) ..............................................92  

 

Appendix B. Study 1 Item Correlations and Descriptive Statistics ...................................93   

 

Appendix C. Study 1 Correlation Residual Matrices.........................................................98   

 

Appendix D. Study 2 Item Correlations and Descriptive Statistics .................................102   

 

Appendix E. Study 2 Correlation Residual Matrices .......................................................104   

 

References ........................................................................................................................137 



 

vii 

 

List of Tables 

 

Table B1. Item Correlations and Descriptive Statistics for Sample 1, N = 921 ................94   

Table B2. Item Correlations and Descriptive Statistics for Sample 2, N = 923 ................95   

Table B3. Item Correlations and Descriptive Statistics for Sample 3, N = 916 ................96   

Table B4. Item Correlations and Descriptive Statistics for Sample 4, N = 922 ................97   

Table C1. Correlation Residuals for the 15-Item Bifactor Model .....................................98   

Table C2. Correlation Residuals for the 15-Item Three-Factor Model .............................99   

Table C3. Correlation Residuals for the 14-Item Bifactor Model ...................................100   

Table C4. Correlation Residuals for the 14-Item Three-Factor Model ...........................101 

Table D. Study 2 Item Correlations and Descriptive Statistics .......................................102    

Table E1. Correlation Residuals for the 14-Item Three-Factor Model ............................104   

Table E2. Correlation Residuals for the Configural Invariance Model ...........................105   

Table E3. Correlation Residuals for the Metric Invariance Model ..................................107   

Table E4. Correlation Residuals for the Scalar Invariance Model ..................................109   

Table 1. Expectancy-Value Constructs and Example Items ............................................111   

Table 2. Initial Samples for Study 1 and Study 2 ............................................................112   

Table 3. Study 1 Sample Characteristics after the Removal of Multivariate Outliers .....113   

Table 4. Study 1 Model Fit Indices ..................................................................................114   

Table 5. Parameter and Reliability Estimates for the 14-Item Three-Factor Model .......115   

Table 6. Study 2 Sample Characteristics after the Removal of Multivariate Outliers .....116   

Table 7. Study 2 Model Fit Indices ..................................................................................117   

Table 8. Parameter and Reliability Estimates for the Scalar Invariant Model .................118 

Table 9. Latent and Observed Mean Differences ............................................................119   



 

viii 

 

Table 10. Latent and Observed Factor Correlations ........................................................120   

Table 11. Individual Change from Time Point 1 to Time Point 2 ...................................121 



 

ix 

 

List of Figures 

 

Figure 1. Unidimensional model......................................................................................122 

 

Figure 2. Correlated two-factor model .............................................................................123 

 

Figure 3. Bifactor model ..................................................................................................124 

 

Figure 4. Correlated three-factor model...........................................................................125 

 

Figure 5. Standardized pattern coefficients and error variances in the 15-item bifactor 

model, Sample 1...................................................................................................126 

 

Figure 6. Standardized pattern coefficients and error variances in the 15-item bifactor 

model, Sample 2...................................................................................................127 

 

Figure 7. Standardized pattern coefficients and error variances in the 15-item three-factor 

model, Sample 1...................................................................................................128 

 

Figure 8. Standardized pattern coefficients and error variances in the 15-item three-factor 

model, Sample 2...................................................................................................129 

 

Figure 9. Standardized pattern coefficients and error variances in the 14-item bifactor 

model, Sample 3...................................................................................................130 

 

Figure 10. Standardized pattern coefficients and error variances in the 14-item bifactor 

model, Sample 4...................................................................................................131 

 

Figure 11. Standardized pattern coefficients and error variances in the 14-item three-

factor model, Sample 3 ........................................................................................132 

 

Figure 12. Standardized pattern coefficients and error variances in the 14-item three-

factor model, Sample 4 ........................................................................................133 

 

Figure 13. Individual change in Expectancy from time point 1 to time point 2 for a 

random sample of 91 (10%) students ...................................................................134 

 

Figure 14. Individual change in Value from time point 1 to time point 2 for a random 

sample of 91 (10%) students ................................................................................135 

 

Figure 15. Individual change in Cost from time point 1 to time point 2 for a random 

sample of 91 (10%) students ................................................................................136 



 

x 

 

Abstract 

Students must be sufficiently motivated in order to achieve the intended learning 

outcomes of their college courses.  Research in education and psychology has found 

motivation to be context-dependent.  Therefore, students’ motivation is likely to differ 

from one semester to the next according to which courses students are taking.  However, 

there are also instances in which motivation levels may not change over time.  In order to 

determine whether motivation for coursework changes across the academic career (and, if 

so, what variables may be related to that change), it is imperative to use a measure of 

motivation that is theoretically and psychometrically sound.  In addition, the measure 

should function consistently over time—that is, the motivation measure must demonstrate 

longitudinal invariance.  The purpose of this research was to investigate the factor 

structure and longitudinal invariance of a measure of motivation for coursework—the 

Expectancy, Value, and Cost Scale (EVaCS)—for incoming and mid-career college 

students.   Study 1 examined the factor structure of the EVaCS and found support for a 

correlated three-factor model.  The longitudinal invariance of this model was examined in 

Study 2, and results established the EVaCS to be an invariant measure of motivation for 

coursework across the two time points.  An analysis of latent mean differences showed 

no significant overall mean changes in Expectancy and Value over time, but a statistically 

and practically significant increase was found for Cost (p < .05, d = 0.46).  In addition to 

establishing the EVaCS as a structurally sound instrument, this research has implications 

for the measurement of motivation for coursework and the theoretical conceptualization 

of motivation. 



CHAPTER 1. 

INTRODUCTION 

Students’ motivation is widely acknowledged to be an important element of 

postsecondary success.  The research literature contains numerous examples of the 

positive impact that student motivation has on a variety of outcomes, including learning 

and performance in college courses (for reviews see Eccles et al., 1983; Wigfield, 1994; 

Wigfield & Cambria, 2010; Wigfield & Eccles, 1992).  In order for students to 

successfully achieve the intended learning outcomes of their courses, it is crucial that 

they be sufficiently motivated, which relies in large part on their perceiving value (e.g., 

importance, purpose, relevance) in their coursework (Eccles et al., 1983).  To this end, 

research on students’ motivation is crucial.  The quality of such research will necessarily 

rely, in part, on the quality of the instrument used to measure motivation.  The purpose of 

the present research is to examine the psychometric structure and longitudinal invariance 

of a scale used to measure students’ motivation for coursework.  Results from this 

research will inform whether the scale can be used to measure motivation at different 

time points throughout the academic career.  If so, the scale may then be used to better 

understand whether, how, and why motivation changes as students proceed through 

college. 

Motivation for Coursework across the Academic Career 

Ideally, students would be highly motivated in all of their coursework throughout 

college.  However, academic motivation is context-dependent in that students have 

different levels of motivation for different kinds of coursework (Bong, 2001; 2004). 

Therefore, it is quite unlikely that students will be equally motivated across all of their 
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courses.  Rather, motivation will differ according to the set of courses that students are 

taking at a particular point in time.  In addition, because students enroll in a different set 

of courses each semester, their academic motivation is expected to vary from one 

semester to the next depending on which courses they are taking. 

There are several ways in which coursework differs across the academic career.  

For instance, it typically becomes more rigorous as students move from introductory- to 

upper-level courses.  Another key difference is that the focus of course enrollment shifts 

from general education to major coursework.  Students traditionally complete the 

majority of any general education requirements within the first few semesters of college.  

Over time, as general education requirements are fulfilled, students begin taking more 

coursework in their academic majors.  This shift in the composition of the curriculum 

across semesters has implications for students’ motivation given that students often hold 

different attitudes about these two types of coursework.  From the students’ perspective, 

whereas major coursework is generally perceived as a necessary and important 

component of the undergraduate curriculum, the same is not always true of general 

education (Boyer, 1987).  A common criticism argued by students is that general 

education is a waste of time and money that prevents them from taking additional 

coursework in their majors (Perk, 2005; Pracz, 2011; Wade, 2013; Zavislak, 2012). 

Motivation for General Education 

One might think that student motivation has been extensively researched within 

the context of general education.  However, little work has been carried out in this area, 

and scholarly writings on student motivation for general education have seemed more 

anecdotal than empirical.  The most comprehensive studies to date were conducted two to 
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three decades ago (e.g., Boyer, 1987; Gaff & Davis, 1981) and provided a mixed picture 

of students’ attitudes.  Both the Boyer (1987) and Gaff and Davis (1981) studies noted 

that college students placed a strong emphasis on career preparation—an emphasis that 

many would claim has persisted, if not increased, among today’s students. 

The impact of future careers.  Johnston et al. (1991) write that “the common 

wisdom is that, concerned as undergraduates are with career preparation and study in a 

major field, there is little ‘demand’ for [general education]” (p. 183).  Indeed, there is an 

abundance of research indicating that the number one reason for attending college is 

related to career preparation.  In theory, a high concern for careers does not necessarily 

jeopardize other areas of the curriculum; students can be simultaneously motivated for 

both major and non-major (general education) coursework.  However, many would argue 

that a postsecondary vocational focus occurs at the expense of general education.  For 

example, 

Most students these days are motivated primarily by a wish to prepare for a 

career… Most also assume that one’s choice of major follows automatically from 

that of a career: journalism implies journalism; business implies business.  

Therein lies their academic plan—and in their eyes, in many cases, the 

fundamental “irrelevancy” of general education, however nice they think it would 

be to become broadly educated. (Johnston et al., 1991, p. 192) 

The main issue: Value.  The “fundamental irrelevancy” phrase used by Johnston 

et al. (1991) characterizes what seems to be the primary motivational challenge in general 

education: students’ lack of value for the curriculum.  Coursework that students perceive 

as irrelevant to career preparation—the reason most attend college in the first place—has 
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little value, and students might therefore have lower motivation for this coursework.  In 

particular, the perceived lack of relevance to a student’s long-term career goals is an 

illustration of what is known in the motivation literature as utility value.  Utility value 

refers to an activity’s perceived usefulness for an individual’s short- or long-term goals 

(Wigfield & Eccles, 2000), and has been shown to predict student outcomes such as 

interest, course-taking, and performance (e.g., Hulleman, Durik, Schweigert, & 

Harackiewicz, 2008).  Unlike general education coursework, major coursework does not 

suffer from such a lack of value; indeed, for many students, it epitomizes how the 

curriculum contributes to their utility value for career goals. 

Why Value for Coursework May Change 

 Early on in their academic careers students take primarily general education 

courses, which gradually become replaced by courses in their academic major (Koljatic 

& Kuh, 2001).  Some research has shown that students tend to value coursework in their 

major more highly than general education (Grays, Hulleman, & Barron, 2012).  

Therefore, one might conclude that students’ value for their coursework will be lower in 

semesters that mainly consist of general education courses (i.e., early), and it will be 

higher in semesters that consists of more major coursework (i.e., later).  Comparing how 

value for coursework changes across semesters may reveal an increase in value over time, 

due mainly to the changing composition of coursework over time. 

Why Value for Coursework May Not Change 

Although students may report higher value for major coursework than general 

education, students can be highly motivated for both types of coursework.  One 

indication that this may be the case comes from the national Freshman Survey, conducted 
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annually through the Higher Education Research Institute at UCLA.  Students were asked 

on the survey whether the opportunity “to gain a general education and appreciation of 

ideas” was a “very important” reason for their decision to attend college.  The majority 

(73%) of freshmen entering college in 2012 indicated that this was a “very important” 

reason (Pryor et al., 2012).  Although it seems logical that students’ reasons for attending 

college would be related to their motivation for college coursework, in which case one 

might conclude that most students are motivated for general education, this link has not 

been established through research.  In terms of how this may impact value for 

coursework over time, if first-year students are in fact interested in acquiring a broad 

appreciation of ideas, which the general education curriculum affords, they may not 

exhibit an increase in value.  This is because students would value the early general 

education experiences and (presumably) major coursework later in their academic 

careers.  Thus, their value for coursework would remain more or less the same over time 

even as the composition of coursework changes. 

Another segment of students who may not exhibit an increase in value for 

coursework over time is students who enter college without a decided major and 

therefore are less able to say whether their coursework is relevant to a major or future 

career.  In comparison, students who have decided on a major are in more of a position to 

judge whether or not coursework is relevant to that major.  For example, if a course is a 

requirement or elective within the major, it is likely relevant; otherwise it is not, or is 

somewhat less relevant.  Decided and undecided students have been found to differ 

somewhat in their reasons for attending college: Decided students are more likely to 

attend college for career preparation, whereas undecided students are more likely to 
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emphasize intellectual development (Baird, 1967, in Gordon, 2007).  The fact that these 

students’ reasons for attending college differ suggests potentially different attitudes 

toward general education.  To a decided student who is focused on career preparation, 

general education may seem like an unnecessary annoyance in his college experience.  

Conversely, to an undecided student who is focused on intellectual development, general 

education may present an interesting and useful opportunity to achieve her goal of 

intellectual development while at the same time helping her to select a major through 

exploration of the curriculum.  In fact, one of the reasons students may be undecided is 

that they have many diverse interests (Cuseo, 2005).  Therefore, if undecided students 

value their early general education experiences as well as later coursework in their major, 

they may display no difference in their level of value for coursework across semesters. 

Clearly there are many possible reasons why motivation—particularly value—

may or may not change as students progress through college.  One reason is that the 

composition of coursework (major vs. general education) changes across semesters.  

Other reasons are related to students’ attitudes toward general education coursework, 

which may also be influenced by their reasons for attending college (e.g., occupational 

emphasis vs. acquiring broad knowledge) and how decided they are about their future 

careers.  To complicate the issue even further, many of these variables that may influence 

change in motivation can also change over time.  For example, an incoming freshman 

who initially anticipated taking a broad, liberal arts-like approach to his postsecondary 

studies may find that his priorities begin to shift to a more occupational focus as he 

experiences competing demands for his time in college.  In addition, students may 

experience more uncertainty about their future careers after being exposed to a wider 
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range of options or to the realities of study in their intended fields (e.g., the demands of 

courses in pre-professional areas of study like medicine). 

Measuring Motivation for Coursework 

In order to assess whether students’ motivation for coursework changes over time, 

a suitable measurement instrument is needed.  Several different scales, based on a variety 

of motivational theories, have been applied in higher education settings.  The expectancy-

value framework (Eccles et al., 1983) is especially appropriate for the present research 

for several reasons.  This theory incorporates many key constructs from other theories—

such as self-efficacy, achievement goal, and interest theories—into its two primary 

constructs, expectancy and value (Barron & Hulleman, 2006); these constructs are 

discussed in detail in Chapter 2.  In particular, this framework includes utility value as 

one of several types of value, described above as being particularly pertinent to the issue 

of students’ motivation for general education and major coursework.  Because it 

highlights the value construct and also provides a broadly encompassing framework for 

understanding motivation, expectancy-value represents an appropriate framework for 

developing a measure of students’ motivation for coursework. 

The Expectancy, Value, and Cost Scale (EVaCS) 

The EVaCS (Barron & Hulleman, 2010) is a motivation instrument that was 

developed based on the expectancy-value theory of motivation.  Items were written to 

measure one of three general constructs: expectancy, an individual’s belief about how 

well he will do on an upcoming task; value, the reason(s) an individual engages in or 

attempts to succeed at an activity; and cost, the extent to which successfully engaging in 

an activity is constrained by other factors.  Theoretically, the EVaCS appears to be a 
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sound and promising tool for measuring motivation for college coursework.  However, 

there has been limited psychometric work conducted on the EVaCS.  For example, a 

version of this instrument was developed to measure expectancies, values, and costs 

within the context of a single course for high school (Getty, Hulleman, Barron, Stuhlsatz, 

& Marks, 2013) and college students (Flake, Barron, Hulleman, Lazowski, Grays, & 

Fessler, 2011; Kosovich, 2013).  However, to date, no research has examined the EVaCS 

for college students across all their courses in a given semester, and more research on the 

scale is needed before it can be used to make inferences about students’ motivation over 

time. 

Purpose of the Research 

The purpose of this research was to evaluate the psychometric structure of a 

motivation scale and its use for making inferences about how students’ motivation for 

coursework changes across the academic career.  This was achieved through two studies.  

The first study focused on the structure of students’ motivation for coursework as 

measured by the EVaCS.  The second study focused on whether the EVaCS functioned 

similarly in incoming and mid-career student samples, and if so, whether there were 

mean-level differences in motivation for coursework over time.
1
 

Study 1: Confirmatory Factor Analysis 

Does the hypothesized three-factor model fit the EVaCS data better than the 

alternative models tested?  A series of theoretically-plausible models were tested using 

confirmatory factor analysis (CFA) to evaluate the model-data fit of the EVaCS.  The 

                                                 
1
 The type of invariance under investigation here is longitudinal measurement invariance, meaning that the 

same sample provides data at different time points, as opposed to multiple-group measurement invariance, 

for which independent samples provide data.  When references are made to “incoming and mid-career” 

students throughout the present research, this means the same group of students assessed twice—first as 

incoming students, and again as mid-career students—not two independent groups of students. 
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best-fitting model, as determined by various fit indices and model parsimony, is the one 

which best represents the relationship among any latent constructs believed to be driving 

students’ responses to the EVaCS items.  Four a priori models were examined: (a) a 

unidimensional model, (b) a correlated two-factor model, (c) a bifactor model, and (d) a 

correlated three-factor model.  These models are shown in Figures 1-4 and are described 

in Chapter 3. 

Study 2: Measurement Invariance and Latent Mean Differences 

Does the EVaCS exhibit longitudinal measurement invariance for incoming 

and mid-career students?  The best fitting model from Study 1 was used to test for 

longitudinal measurement invariance (configural, metric, and scalar) across incoming and 

mid-career students.  Measurement invariance means that the model’s parameters, if 

fixed from one time point to the next, produce adequate model-data fit when data from 

both time points are fit simultaneously.  It is important to establish measurement 

invariance if any longitudinal comparisons (e.g., mean differences) are to be made 

accurately (Vandenberg & Lance, 2000).  Without invariance, it would be unclear 

whether any differences (or lack of differences) over time are due to true differences (or 

lack thereof) in the latent constructs or rather due to the instrument functioning 

inconsistently across time points. 

Do the latent means of motivation for coursework differ for incoming and 

mid-career students?  If measurement invariance is established, it then becomes 

possible to interpret differences in incoming and mid-career students’ motivation as 

measured by the EVaCS.  The motivational construct of primary interest in this study is 

value, but given the many different variables (not examined in this research) that may 
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influence motivation for coursework at either time point, no hypotheses were made about 

how value might change.  In addition, no hypotheses were proposed about differences 

across time for the expectancy and cost constructs.



CHAPTER 2. 

REVIEW OF THE LITERATURE 

This chapter provides a background for understanding how and why students’ 

motivation for coursework may change across the academic career.  It begins with a 

discussion of expectancy-value theory, then proceeds into how this theory applies in the 

contexts of major and general education coursework.  The value construct, particularly 

the utility subtype, is frequently emphasized in light of the fact that student motivation for 

college is largely focused on future careers.  Consideration is given to how motivation for 

coursework may be different for undecided and decided students, which leads into a 

discussion of why differences in motivation for coursework may or may not be observed 

for incoming and mid-career students.  Finally, the instrument at the center of the present 

research is discussed. 

Expectancy-Value Theory of Motivation 

Among the many different theories of motivation, one of the most widely 

researched and well-known is expectancy-value theory.  According to this theory, an 

individual’s belief about how well she will perform an activity and the extent to which 

she values the activity influence her choice of, persistence at, and performance on the 

activity (Wigfield & Eccles, 2000).  As applied to an academic context, students will be 

most motivated for an educational activity (e.g., a course or specific course unit) when 

their expectations for success and value for the activity are high.  The expectancy-value 

model developed by Eccles and colleagues (Eccles et al., 1983; Wigfield & Eccles, 2000) 

is the most researched model representing this theory with regard to academic 

achievement (Conley, 2012). 
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Expectancy 

Expectancy is an individual’s subjective appraisal of potential success at an 

activity; it is represented in the self-posed question, Can I do this activity?  Eccles and 

Wigfield (1995, p. 215) note that “expectations for success…have been assigned a central 

role in almost all cognitive theories of motivation.”  In his theory of achievement 

motivation, Atkinson (1957) defined expectancy as the proportion of individuals who are 

successful at a particular activity—i.e., an objective mathematical probability of success.  

This definition of expectancy neglected the subjective aspect of individuals’ success 

appraisals which is likely to influence their motivation as well, particularly because in 

many situations the mathematical probability of success at a given activity is unknown.  

For instance, an academic activity may have an objective success probability of .50 (a 

student is as likely to succeed at the activity as he is to fail), but a student who perceives 

himself as highly-able may judge his probability of success to be greater than .50.  

Conversely, a student who regards himself as less able may assume a lower probability of 

success for the same activity. 

Eccles et al. (1983) incorporated the subjective element into their definition of 

expectancy, which is an individual’s belief about how well he or she will do on an 

upcoming task.  There are two main components underlying the concept of expectancy.  

The first is an individual’s ability beliefs, or perception of his current competence in a 

particular domain.  The second component is expectancy, or an individual’s expectation 

of success on a specific upcoming activity.  The conceptual distinction between these two 

components is that ability beliefs are focused on present ability whereas expectancies are 

future-oriented (Wigfield & Eccles, 2000).  However, ability beliefs and expectancy have 
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a high empirical relationship (Eccles & Wigfield, 1995), and items representing each are 

often used to represent a general expectancy construct.  Eccles and Wigfield (2002) note 

that these two components are likely to be indistinguishable in actual achievement 

contexts.  Example expectancy items are shown in Table 1. 

Expectancy is related to task difficulty; however, task difficulty has been found to 

be distinguishable from ability beliefs (Eccles et al., 1983; Eccles & Wigfield, 1995).  

Eccles and Wigfield (1995) measured students’ perceived task difficulty using items that 

pertained to task difficulty and required effort.  They reported a negative relationship 

between task difficulty and ability beliefs, meaning that students who considered 

themselves competent in performing an activity also viewed the activity as easier and 

requiring less effort.  Because it is theoretically distinct from expectancy, perceived task 

difficulty is not always included on expectancy-value measures of motivation. 

Value 

Whereas expectancy focuses on the question, Can I do this activity?, value 

focuses on the question, Do I want to do this activity?  Task value (often shortened to just 

value) can be thought of as the reason(s) an individual engages in or attempts to succeed 

at an activity.  The modern conception of value bears little resemblance to Atkinson’s 

(1957) concept of incentive value, which is the pride an individual feels after 

accomplishing a task.  Atkinson defined incentive value in terms of expectancy (the 

probability of success), mathematically expressed as 

incentive value = 1 − Psuccess 

In this formulation, the incentive value of a task is completely defined by one’s 

probability of being successful at the task.  Therefore, an inverse relationship exists 
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between expectancy and value: Tasks with a lower probability of success are more 

valued—that is, they lead to a greater sense of pride and feelings of accomplishment.  

Although Atkinson’s formula may be somewhat useful in representing why people 

pursue or persist at the most difficult tasks (because they should result in immense pride), 

it does not account for reasons other than pride which can also motivate people to achieve 

tasks, regardless of a specific task’s probability of success. 

An activity may be considered valuable for a number of reasons.  Eccles and 

colleagues’ conception of task value elaborates on earlier expectancy-value models 

(Atkinson, 1957) by more fully explicating different types of value.  Specifically, four 

types of task value are posited: importance, or attainment value; interest, or intrinsic 

value; usefulness, or utility value; and cost (Eccles et al., 1983; Wigfield & Eccles, 1992; 

Wigfield & Eccles, 2000).  Attainment value is the importance of doing well at a 

particular activity.  For example, a student might value succeeding in his college courses 

in order to preserve his identity as a capable individual.  Intrinsic value is the inherent 

enjoyment one gains from doing an activity.  A student who enrolls in a religion course 

due to a personal interest in the topic is exhibiting intrinsic value.  Utility value is how 

useful an activity will be for an individual’s short- or long-term goals.  The perceived 

usefulness of a particular course to a student’s future occupation, for instance, will 

influence her utility value for that course.  Cost is the extent to which successfully 

engaging in an activity is constrained by other factors.  Examples of cost include amount 

of effort required to be successful, psychological factors (e.g., anxiety, stress, fear of 

failure), and the inability to engage in other valued activities (loss of valued alternatives).  

Unlike attainment, intrinsic, and utility value which increase task value, cost is thought to 
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decrease task value (Eccles & Wigfield, 1995).  Example value items are shown in Table 

1. 

Although attainment, intrinsic, and utility value are considered theoretically 

distinct, they tend to have moderate to high positive correlations (e.g., Conley, 2012; 

Eccles & Wigfield, 1995; Luttrell et al., 2010; Trautwein et al., 2012).  As a result, items 

representing these three value subtypes are sometimes combined to form a ‘general’ 

value scale (e.g., Flake et al., 2011).  Correlations between cost and the other three value 

subtypes tend to be smaller, particularly for cost and utility value (Trautwein et al., 2012), 

although the pattern of correlations varies considerably across studies. 

Cost 

Of the four value subtypes proposed by Eccles and colleagues, cost has been the 

least studied (Wigfield & Cambria, 2010), although it has recently drawn greater 

attention from motivation researchers (Flake, 2012).  It is worth noting that cost was 

initially introduced by Eccles et al. (1983, pp. 93-95) as something that influences value 

rather than a specific type of value.  Since then, value investigations have focused more 

on attainment, intrinsic, and utility value, and their relationships with cost has been 

largely neglected.  The varying degrees of correlation that have been observed between 

the three primary value subtypes and cost—moderate negative (Flake et al., 2011), small 

positive (Conley, 2012), and small-to-moderate positive (Luttrell et al., 2010; Trautwein 

et al., 2012)—is likely related to the items’ differential emphasis of cost content and how 

the items are framed or analyzed.  For example, in terms of content, Trautwein et al.’s 

(2012) cost scale focused exclusively on loss of time, while Luttrell et al.’s (2010) scale 

emphasized psychological contributors to cost such as anxiety, fear, and worry.  Cost 
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items tend to be framed such that selecting a high response option indicates high cost—

e.g., selecting ‘5’ on a 1 (strongly disagree) to 5 (strongly agree) scale for “I have to give 

up a lot to do well in math.”  However, in their analyses, Luttrell et al. (2010) reverse-

scored the cost items, and Trautwein et al. (2012) reported results for low cost.  Such 

issues contribute to confusion about cost’s appropriate place within the expectancy-value 

framework. 

Some have argued that cost is most appropriately treated as distinct from value 

rather than as a specific subtype (Barron & Hulleman, 2010), and studies have 

demonstrated how cost can be differentiated from general and specific types of value 

(Flake et al., 2011; Getty et al., 2013; Kosovich, 2013).  The theoretical implication for 

modeling cost separately from value is that high cost may not have a direct negative 

effect on value alone but rather on motivation more generally (i.e., on value and 

expectancy). 

Relationships between Expectancy, Value, and Cost 

Studies have shown that expectancy and attainment, intrinsic, and utility value 

generally have moderate to high positive correlations.  Eccles and Wigfield (1995) 

offered suggestions as to why these relationships exist.  Regarding attainment value, 

A…positive association between [expectancy] and attainment value (perceived 

importance) seems likely to the extent that individuals are interested in 

maintaining a positive self-image.  One effective way to maintain one’s self-

esteem is to rate as very important those activities that one is most confident about 

succeeding at and to rate relatively less important those activities one is least 

confident about succeeding at. (p. 217) 
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Regarding intrinsic value, 

Individuals should come to like or enjoy (intrinsically value) those activities at 

which they have done well at in the past and are reasonably confident of being 

able to succeed.  Conversely, individuals should come to dislike those tasks that 

they have done poorly at in the past. (p. 217) 

Their hypothesis about the relationship between utility value and expectancy was 

somewhat tentative, though still supportive of a positive correlation. 

Because the perceived utility of any particular task is determined by its links to 

goals and activities that are extrinsic to the task, utility can be influenced by a 

wide range of things… Given these other influences on utility value, we predicted 

that the positive links between [expectancy] and [utility value] will be weaker 

than the links between [expectancy] and attainment value and interest. (p. 217) 

These explanations are supported by many examples of positive correlations, but the 

theoretical and empirical distinctiveness of expectancy and value and the absence of 

extremely high correlations is also important to recognize.  Although high expectancy is 

typically associated with high value, it is also possible for students to have high 

expectancy for activities which they do not highly value.  Likewise, they may have high 

value for activities at which they do not expect to do well. 

The relationship between expectancy and cost remains unclear, perhaps due to 

fewer studies examining cost, or to inconsistencies in how cost is measured.  Conley 

(2012) reported virtually no relationship between competence beliefs and cost, r = .02.  

Trautwein et al. (2012) found a strong positive association, r = .75, between expectancy 

and low cost.  A possible explanation for the difference in results is that Conley’s cost 
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items utilized general cost terminology (e.g., “I have to give up a lot to do well in math”) 

while the items used by Trautwein et al. were focused specifically on the loss of time 

(e.g., “I’d have to invest a lot of time to get good grades in mathematics”).  It makes 

sense that cost would be negatively correlated with expectancy, particularly when cost 

items’ content is effort-related.  Easy tasks require less effort to accomplish; thus, for an 

activity that is perceived as difficult relative to one’s capabilities (low expectancy), more 

effort may be necessary to be successful (high cost).  Using a general cost scale with 

some effort-related items, Flake et al. (2011) observed a moderate negative correlation 

with expectancy, r = -.30. 

Antecedents and Consequences of Expectancy and Value 

The positive relationship between expectancy and value may be attributed to the 

fact that they share many of the same antecedents.  In their full model of achievement 

motivation, Wigfield and Eccles (2000) illustrate how expectations of success and task 

value are both directly influenced by self-schemata, short- and long-term goals, self-

concept of one’s abilities, and perceptions of task-demands.  For instance, a college 

student’s future career goals are believed to impact her expectancy and value for college 

coursework.  Expectancy and value are also impacted through indirect and interactive 

effects from such things as actual and perceived stereotypes, aptitude, previous 

achievement-related experiences, and interpretation of experiences (causal attributions, 

locus of control).  Therefore, a student’s expectancy and value for her college coursework 

might also be related to things like standardized test scores and academic performance in 

high school. 
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What makes the study of students’ motivation and its antecedents so important is 

the fact that expectancy and value are both related to achievement outcomes.  

Researchers have typically found expectancy to be the stronger predictor of performance, 

whereas value is more strongly related to task choice, effort, and persistence (Eccles, 

1983; Wigfield, 1994; Wigfield & Eccles, 1992).  Although much of the research 

supporting the expectancy-value model’s theorized relationships has studied children and 

adolescents (Wigfield, 1994), applications have more recently been made in higher 

education settings (e.g.,  Flake et al., 2011; Hulleman et al., 2008; Luttrell et al., 2010).  

For example, Flake et al. (2011) found value to be a significant predictor of interest in an 

introductory psychology course, and expectancy was the primary predictor of course 

grade. 

A Major Source of Undergraduates’ Motivation: Future Career Goals 

Much research conducted with undergraduates within the last decade has reported 

that students’ reasons for attending college are now largely career-focused—e.g., to get a 

job, to prepare for a career (Bui, 2002; Gordon & Steele, 2003; Kennett, Reed, & Lam, 

2011; Phinney, Dennis, & Osorio, 2006).  Results from the most recent (2012) Freshman 

Survey, administered annually by the Higher Education Research Institute at UCLA, 

showed that “the ability to get a better job” was the top reason for attending college cited 

by entering freshmen: 88 percent of students—an all-time high—said this was a “very 

important” reason for attending college.  It has been argued that the rising costs of college 

and the likelihood of loan debt may necessitate students’ pragmatic, occupational 

approach to their studies (Sander, 2013).  As Johnston et al. (1991) note, “the 
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unprecedented expense of [a college] education also gives [students] a powerful incentive 

to fix their primary attention on rewarding careers” (p. 190). 

Motivation for Career-Related Coursework 

With career preparation topping the list of reasons why students choose to attend 

college, it follows that an occupational emphasis may influence their achievement 

motivation while in college.  Johnston et al. (1991) note that “most students these days 

are motivated primarily by a wish to prepare for a career” (p. 192).  Attending college 

with the goal of preparing for a future career is a clear illustration of utility value: 

Students who have a career goal in mind should value the coursework and activities 

which they perceive as relevant to their future careers.  Students who have decided upon 

a career may have done so in part due to their intrinsic interest for a specific subject or 

area—e.g., a student with an intrinsic interest in music aspires to become a professional 

musician and chooses to major in music performance while in college.  In this case, the 

student should have high intrinsic and utility value for his music courses.  Students who 

see the importance of being successful in their career-related coursework should also 

have high attainment value.  For instance, a student who views being an effective 

accountant as part of his professional identity will probably place great importance on 

succeeding in the courses he takes as part of the accounting major.  Grays et al. (2012) 

surveyed incoming college freshmen about their general value for coursework in their 

major and found that, on average, students rated their value at a mean of 5.71 (SD = .58) 
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on a 6-point scale.
2
  Students rated their intrinsic value for this coursework at a mean of 

5.61 (SD = .68).
3
 

Future career goals should play a substantial role in influencing students’ value 

for career-related college coursework.  Additionally, to the extent that students pursue 

careers in fields in which they have high ability beliefs and expectations for success, their 

expectancy should be high as well.  Grays et al. (2012) found that incoming college 

freshmen reported fairly high expectancy for coursework in their major.  On average, 

students rated their expectancy at a mean of 5.39 (SD = .70) on a 6-point scale.
4
  

Although students’ high expectancy for coursework in the major is anticipated, it may be 

tempered by a more persistent belief in the difficulty of courses within their major, or the 

difficulty of college coursework in general.  However, a recent study found that to high 

school students, college is generally not viewed as a challenging experience: Only 11 

percent of students said that they expected college to be difficult (Adams, 2012). 

General Education 

Students with a particular career in mind may have high expectancy and value for 

coursework in their major, but often students do not begin taking courses in their major 

until the second or third year of college.  Instead, at most higher education institutions, 

the first two years of undergraduate study are largely devoted to the general education 

curriculum (Koljatic & Kuh, 2001).  General education plays an important role in 

                                                 
2
 General value for the major was measured by the item, “The topics and skills taught in my major courses 

are important to me” (1 – strongly disagree, 6 – strongly agree). 
3
 Intrinsic value for the major was measured by the item, “My major courses interest me” (1 – strongly 

disagree, 6 – strongly agree). 
4
 Expectancy for the major was measured by the item, “I can do well in my major courses” (1 – strongly 

disagree, 6 – strongly agree). 
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providing students a liberal education, which the Association of American Colleges and 

Universities (AAC&U, n.d.) describes as: 

…an education that exposes students to a wide breadth of courses, perspectives, 

and educational experiences designed to equip them with the essential skills and 

learning necessary to thrive and succeed throughout their lives.  A liberal 

education prepares students to deal with complexity, diversity, and change, and 

entails study across many fields, as well as in-depth study in a specific area of 

interest.  A liberal education helps students develop a strong sense of personal and 

social responsibility—important in all spheres of life. 

The terms general education and liberal education have often been used interchangeably 

(Brint et al., 2009; Mulcahy, 2009); however, a distinction is necessary because general 

education is only a component of liberal education.  Liberal education as defined by the 

AAC&U is comprised of general education coursework (“study across many fields”—

i.e., breadth) and major-specific coursework (“in-depth study in a specific area of 

interest”—i.e., depth).  Another way general and liberal education can be distinguished is 

that whereas the goals of liberal education are fairly consistent across institutions, the 

particular manner in which they are achieved—e.g., through the general education 

curriculum—often varies from one institution to the next (e.g., Brint et al., 2009).  The 

institution-specific aspect of general education is noted in the following definition from 

Jones, Hoffman, Ratcliff, Tibbets, & Click (1994, in Bourke, Bray, & Horton, 2009, p. 

219): 

 General education is frequently taken to mean the collection of experiences 

crafted by the institution to provide students with a breadth of learning 
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experiences and a broad knowledge base that sharpen students’ problem-solving, 

interpersonal, and oral and written communication skills, as well as their cultural 

and linguistic literacy. 

General education can therefore be understood as an institution’s curricular mechanism 

for achieving the breadth-related goals of liberal education.  Moreover, it represents 

something of a shared academic experience—“that portion of the curriculum studied by 

all students, regardless of their academic major or intended career” (Gaff, 1989, in 

Reardon, Lenz, Sampson, Johnston, & Kramer, 1990, p. 2). 

General education coursework constitutes roughly one-third of the credits 

students will accumulate in college (Brint et al., 2009; White & Cohen, 2004).  General 

education is most commonly structured as a distribution model, which emerged in the 

early to mid-1900s as a way to achieve greater coherence in the college curriculum 

(Bourke et al., 2009; Brint et al., 2009).  Under the distribution model, students choose 

which courses to take within each general education area (e.g., Arts and Humanities), 

with the number of courses and any additional restrictions prescribed by the institution.  

Gaff and Wisescha (1991) reported the typical general education distribution is 

comprised of the following: four humanities courses; three social sciences courses; two 

natural sciences courses; two writing courses; one mathematics course; one fine arts 

course; and additional coursework such as foreign language, physical education, speech, 

computer literacy, or quantitative reasoning.  Modern general education curricula draw 

heavily from traditional liberal arts disciplines (e.g., history, languages, literature, and 

philosophy) which can be contrasted with more vocational-oriented fields (e.g., business, 

education, engineering, nursing and other health professions). 
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Liberal Arts vs. Vocationalism (or Education vs. Training) 

American higher education is, in a sense, rooted in vocationalism.  Many of the 

earliest institutions were founded to prepare young men for leadership roles in the church, 

medicine, or law through classes in Greek, Latin, mathematics, and moral truths 

(Fuhrmann, 1997, in Bourke et al., 2009).  Thus, there was no division between general 

and specialized (vocational) education (Rudolph, 1977, in Boning, 2007).  The distinction 

is now apparent as college catalogs and websites clearly delineate the number of credits 

students need to fulfill general education and major requirements.  Most scholars assert 

that colleges and universities have the responsibility to provide both a general education 

and vocational specialization, often characterized as breadth and depth, respectively.  

However, there is disagreement regarding the relative emphasis that each should receive.  

A study conducted by the Pew Research Center (2011) found that 47 percent of the 

general public say the main purpose of college is to teach work-related skills, 39 percent 

say the main purpose is to help students grow personally and intellectually, and 14 

percent placed equal importance on both purposes.  College graduates were more likely 

to emphasize intellectual growth, while those without a college degree were more likely 

to emphasize career preparation (Pew Research Center, 2011). 

The proper focus on vocational preparation is debated within institutions too, as 

many campuses are “torn between careerism and the goals of liberal learning” (Boyer, 

1987, p. 105).  The offering of vocational majors (e.g., business administration, nursing, 

teacher education) attracts many prospective students, which is ultimately beneficial for 

institutional enrollments.  Greater access to and demand for postsecondary education has 

prompted the creation of more of these majors, perhaps most notably the proliferation of 
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business-related majors (Boyer, 1987).  According to the National Center for Education 

Statistics, of the over 1.6 million bachelor’s degrees awarded in 2009-10, most were in a 

vocational major, the largest share being in business (21.7 %).  Just 2.8 percent were in 

the liberal arts and sciences, general studies, and humanities (Aud et al., 2012).
5
  Still, 

some in higher education have expressed mild to severe opposition toward vocational 

offerings that, if narrowly focused or improperly emphasized, can interfere with a well-

rounded liberal education.  Boyer (1987) described how “many faculty members, 

especially those at liberal arts colleges, voiced the opinion that it is inappropriate for 

colleges to offer majors that are primarily ‘vocational’” (p. 108).  Some have questioned 

whether vocational training belongs in four-year institutions at all (Selingo, 2013) while 

others refuse to even acknowledge it as a form of education.  For instance, Côté and 

Allahar (2011) argue that “while one may be trained in engineering, one can only be 

educated in the liberal arts and sciences” (p. 15, emphasis in original). 

Despite ongoing dispute over appropriate emphases in the undergraduate 

curriculum, employers seem far from discounting general education in favor of 

vocational training.  A national survey of employers found that a majority believe 

colleges should place even more emphasis on general education outcomes, such as 

effective oral and written communication, critical thinking and analytical reasoning, than 

they currently do as these are deemed vital for workplace success (Hart Research 

Associates, 2010).  Thus, employers seek workers who possess not only discipline-

specific knowledge (as is gained through specialized study in a major) but also the type 

                                                 
5
 The National Center for Education Statistics’ “liberal arts and sciences, general studies, and humanities” 

classification does not include some fields often considered liberal arts disciplines, such as social sciences 

and history (10.5% of degree recipients in 2009-10), psychology (6.1%), and English language and 

literature/letters (3.2%) (Aud et al., 2012). 
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of skills that the general education curriculum is intended to help students develop.  

Unfortunately, there are indications of employer dissatisfaction with recent graduates’ 

communication, problem solving, and decision-making skills (Fischer, 2013).  What is 

ultimately important is that students recognize the value of their general education 

coursework, if not for its own sake in rounding out their academic experience, then for 

how it can support their career ambitions. 

Student Attitudes 

Student attitudes toward general education can offer important insight into 

development of the skills sought-after by employers.  However, students are “the most 

neglected audience among the various participants in general education” (Reardon et al., 

1990, p. 5).  Few examples of research on student attitudes toward general education 

exist.  The most recent national Freshman Survey (Pryor et al., 2012) noted that 73 

percent of freshmen said that gaining a general education and appreciation of ideas was a 

“very important” reason for attending college, up from 66 percent a decade earlier.  

Boyer (1987) noted that undergraduates reported higher enthusiasm for general education 

courses in which connections are made to contemporary issues, and Gaff and Davis 

(1981) reported that “students are more likely to support general education if it is 

formulated to include ‘personal and interpersonal’ dimensions” (p. 188). 

Despite these findings, it is not uncommon for undergraduates to view the general 

education curriculum as contrary to what many consider to be their primary reason for 

attending college—career preparation.  Students often view general education 

requirements as “something to ‘get out of the way’ [rather than] an opportunity to gain 
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perspective” (Boyer, 1987, p. 84) before they are able to focus on studies within their 

major (White & Cohen, 2004). 

Students overwhelmingly have come to view general education as an irritating 

interruption—an annoying detour on their way to their degree.  They all too often 

do not see how such requirements will help them to get a job or live a life. (Boyer, 

1987, p. 102) 

Johnston et al. (1991) also discuss how students often do not perceive value in their 

general education coursework.  

General education seems for many undergraduates an imposition rather than a 

welcome opportunity for intellectual challenge and growth… Too few students 

seem to understand its purposes and importance, and too few recognize the 

possibility of its being…relevant to their interests and aspirations. (p. 182) 

Although formal research may be lacking, many students have made their 

attitudes toward general education evident through other outlets.  The following quotes 

are from recent articles in college student newspapers on the topic of general education 

coursework.  In each instance, the student comments on the perceived irrelevance of 

general education courses to his or her future career. 

The average history major won’t be so moved by an introductory course in 

psychology to change their major, nor will it be particular relevant to their future 

career aspirations or major coursework…  For the most part, general electives are 

a waste of time, and consequently, money.  Universities would be better off…if 

they abolished [general education] requirements for students and allowed us to 
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instead focus on what we came to school to study. (Wade, 2013, in The 

Commonwealth Times, Virginia Commonwealth University) 

Several of Wade’s (2013) remarks regarding a stronger emphasis on major coursework 

are also made by Pracz (2011), who notes how students’ approaches to major and general 

education coursework differ. 

General education courses should not be required for college students… Many of 

these classes are rather useless since they probably have absolutely nothing to do 

with one's major… For the most part, students should be able to focus solely on 

their major during their time at college.  The fact is that most students don't 

approach [general education] courses with the same sort of devotion as they do 

with classes they see as being useful… College is so expensive that it is hard to 

justify taking classes that ultimately do not help you in your career. (Pracz, 2011, 

in Northern Star, Northern Illinois University) 

Like Wade (2013) and Pracz (2011), Zavislak (2012) comments on how general 

education requirements take time away from coursework in the major. 

General education requirements take away from students who wish to devote 

more time to and take more classes in their respective majors… Instead of 

requiring students to devote a certain number of blocks to subject areas that they 

do not like or areas that are not remotely tangent to their future careers, colleges 

should allow students to pursue whatever courses they wish. (Zavislak, 2012, in 

The Cornellian, Cornell College) 

In each article, these students argue that students should not be required to 

“waste” their time or money completing coursework in subjects that they find neither 
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interesting nor relevant to their majors or future careers.  Apart from concluding that 

these students represent a particular minority of today’s undergraduates, it is difficult to 

reconcile these students’ perspectives with the Higher Education Research Institute’s 

Freshman Survey finding that a majority of students seem eager to gain a general 

education upon entering college.  In summarizing the literature on student views of 

higher education and general education specifically, Reardon et al. (1990) point out that 

while students seem to have goals related to specialized and general studies, “they do not 

have a very clear strategy for how to integrate these two goals, which are sometimes 

viewed as antithetical within higher education” (p. 13).  Therefore, although students may 

indeed report interest in both career preparation and gaining a general education (as the 

latest Freshman Survey shows), when faced with the choice of where to direct their 

attention and effort, they may select those activities and experiences which have more 

direct vocational relevance, potentially at the expense of general education.  If students 

are to acquire the knowledge and skills intended through the general education 

curriculum, they must see the value in this coursework and not view it as irrelevant to—

or worse, interfering with—their career preparation. 

Research on Motivation for General Education 

To date, students’ motivation for the general education curriculum has received 

minimal attention as an area of study.  Johnston et al. (1991) note that “little has been 

done to identify and understand student perceptions regarding general education, much 

less reshape and harness them on its behalf” (p. 182).  Despite a lack of extensive 

empirical research in this area, concern over students’ lessened motivation for the general 

education curriculum does not appear to be unfounded.  Writing specifically about 
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problems with the distribution model of general education, the AAC&U (1994) reported 

“students generally did not see the utility of studying general education materials and 

thus lacked motivation or interest in mastering the traditional liberal arts subject matter” 

(in Warner & Koeppel, 2009, p. 243). 

As one of few examples of research in this area, Miller and Sundre (2008) 

compared first-year students’ and sophomores’ motivation for general education 

coursework to their motivation for overall coursework in a semester.
6
  It is important to 

note that general education and overall coursework were not mutually exclusive in their 

study.  That is, students’ overall coursework was likely to include general education 

courses.  The authors found that first-year students and sophomores were less motivated 

to learn the material in their general education courses than in their overall coursework, 

and the disparity was larger for sophomores.  They also found that first-year students and 

sophomores reported higher work-avoidance (exerting minimal effort) for general 

education than overall coursework, and again, the disparity was larger for sophomores.  

Miller and Sundre’s findings suggest that students enter college with lower motivation for 

general education relative to other types of coursework, and that their motivation to learn 

in general education courses may decline as students proceed through the general 

education curriculum. 

The measure used by Miller and Sundre (2008) asked students to report on their 

motivation for general education coursework as a whole, but in fact students are likely to 

hold different attitudes toward different components of the general education curriculum 

(Petrosko, 1992).  For example, a student may be highly motivated for general education 

                                                 
6
 Miller and Sundre’s (2008) questionnaire was based on achievement goal theory (Finney, Pieper, & 

Barron, 2004; Pieper, 2003), and their results emphasized mastery-approach and work-avoidance goals. 
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coursework in the natural sciences but less motivated for social science coursework.  

Grays et al. (2012) hypothesized that students’ expectancy and value would vary across 

the different components of the general education curriculum and would be highest for 

coursework that was most closely related to their declared major.  Results from their 

survey of incoming freshmen supported both of these hypotheses.  Although the Grays et 

al. study illustrates how students’ motivation differs depending on the disciplinary focus 

of general education courses, their measure was basic: A single item was used to assess 

expectancy and value within each component of the curriculum. 

Comparing Motivation for General Education and Major Coursework 

The issue of students’ motivation for general education relative to their 

motivation for coursework in the major is especially intriguing given the strong 

occupational focus reported by today’s students.  The tendency might be to assume that 

the higher a student’s motivation for her major is, the lower her motivation will be for 

general education (i.e., there is an inverse relationship).  However, this has not been 

demonstrated empirically and might not be the case.  It is possible for students to have 

high motivation for both the coursework in their majors and general education 

coursework; indeed, this is a most desirable motivational situation.  Furthermore, even if 

a motivational discrepancy exists between general education and major coursework, 

students’ motivation for general education may still be considered sufficiently high in an 

absolute sense, as Johnston et al. (1991) acknowledge: 

In study after study[,] the collective level of support for general education is only 

moderately below that for goals relating to career preparation, and high enough to 
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indicate that many, and probably most, students are acknowledging major goals in 

both categories. (pp. 185-186) 

Grays et al. (2012) sought to explicitly examine and compare students’ motivation 

for general education curricular areas and coursework in their major.  Incoming freshmen 

completed a brief survey of their motivation for each of the university’s five general 

education areas (e.g., Arts and Humanities) and major, if they had officially declared one.  

The survey items were based on expectancy-value theory.  Students responded to the 

items “I can do well in my [area # or major] courses” (expectancy) and “The topics and 

skills taught in my [area # or major] courses are important to me” (value) on scale of 1 

(strongly disagree) to 6 (strongly agree).  Across all entering freshmen with declared 

majors, the average motivation reported for coursework in their major was fairly high: 

mean expectancy = 5.39, mean value = 5.71.  Motivation for the five general education 

areas was lower by comparison: mean expectancy = 4.59 to 5.12 (d = -0.81 to -1.11), 

mean value = 4.41 to 4.93 (d = -0.99 to -1.27).  Grays et al. had two interesting and 

relevant findings.  First, students reported reasonably high expectancy and value for both 

general education and major coursework, albeit lower for general education.  Thus, in an 

absolute sense, students’ responses were not altogether alarming as incoming freshmen 

seemed to have sufficient motivation for general education coursework.  Second, the 

discrepancy between motivation for general education and motivation for the major was 

larger for value than expectancy.  In other words, students’ expectancies for general 

education and their major were more similar than their value for general education and 

their major, suggesting that any motivational challenges in general education are likely to 

be due to value more so than expectancy.  This finding, as well as previously presented 
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depictions of students’ attitudes toward general education, point squarely to value as the 

most important construct in describing student’s motivational deficits in general 

education.  Low motivation for general education seems more likely to occur when 

students do not perceive the material as relevant to their future careers. 

Undecided Students 

If undergraduates’ motivation for general education is largely a function of 

value—particularly utility value—then what can be said about students who have not yet 

declared a major or decided on a future career?  So far, the discussion of utility value has 

emphasized general education and major coursework’s relevance for students’ future 

careers (a long-term goal).  However, utility value can also be understood as usefulness 

for accomplishing a short-term goal, like selecting a major.  Thus, for students who have 

not yet decided on a major, general education may have high utility value because it 

presents an opportunity to explore potential interests in a variety of areas before 

committing to a field of study. 

Despite the fact that upon entering college, only about 8 percent of freshmen 

report being undecided in terms of a major and 13 percent undecided in terms of a future 

occupation (Pryor et al., 2012), there is evidence which suggests that a majority of 

students exhibit some level of indecision during their postsecondary experience.  Gordon 

(2007) notes that even students who are seemingly decided, in that they have officially 

declared a major, may still have uncertainty about their major or career choice.  This is 

evidenced by the large number of students who change their major at least once as they 

progress through college.  Cuseo (2005, p. 6) summarizes several findings that illustrate 

the prevalence of major and career indecision among undergraduate students: 
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1. Three of every four students are uncertain or tentative about their career 

choice at college entry (Titley & Titley, 1980; Frost, 1991) 

2. Among first-year students who enter college with a major in mind, less than 

10% feel they know “a great deal about their intended major” (Lemoine, cited 

in Erickson & Summers, 1991) 

3. Uncertainty among new students frequently increases rather than decreases 

during their first two years of college (Tinto, 1993) 

4. Over two-thirds of entering students change their major during their first year 

(Kramer, Higley, & Olsen, 1993) 

5. Between 50-75% of all students who enter college with a declared major 

change their mind at least once before they graduate (Foote, 1980; Gordon, 

1984; Noel, 1985) 

6. Only one senior out of three will major in the same field they preferred as a 

freshman (Willingham, 1985). 

Undecided Students’ Motivation for Coursework 

Value seems to be a prominent construct in discussions of students’ motivation 

for general education and major coursework.  Students have higher value for coursework 

that is perceived as relevant to their future careers (i.e., has utility value), with 

coursework in the major being a prime example of highly valued coursework.  Students 

who have decided on a major are arguably in a better position than undecided students to 

judge their coursework’s career relevance.  However, a common perception is that 

students do not consider general education courses to be relevant, with the exception of 

general education coursework in their major (e.g., a psychology major sees relevance in a 
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general education psychology course).  On the other hand, general education may be seen 

as useful to undecided students who utilize the curriculum’s diversity to help them select 

a major.  Therefore, undecided students are expected to have higher utility value for 

general education than decided students, not only because these students are less focused 

on specialization, but also because general education can assist them in achieving the 

short-term goal of selecting a major. 

Because utility value tends to be moderately to highly correlated with intrinsic 

and attainment value, undecided students may have higher general value for general 

education than decided students.  One explanation in support of their higher intrinsic 

value is that undecided students may have a more diverse range of interests (Cuseo, 

2005) that are represented in the general education curriculum.  Because undecided 

students tend to have less career-focused reasons for attending college than decided 

students (Baird, 1967, in Gordon, 2007), they may also see greater importance 

(attainment value) in general education than declared students. 

Establishing a Measure of Motivation for Coursework: The EVaCS 

There are many variables that could potentially influence students’ motivation for 

coursework at different points in time—e.g., proportion of credits taken in general 

education courses, attitudes toward general education, and major/career decidedness.  In 

order to examine whether and how such variables influence motivation across the 

academic career, it is imperative to use a trustworthy measurement of student motivation.  

The Expectancy, Value, and Cost Scale (EVaCS; Barron & Hulleman, 2010) measures 

students’ motivation for all courses taken in a particular semester.  At the university 

where the present research was conducted, the EVaCS is administered to students as part 
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of university-wide assessment activities at two time points: upon entering the university 

(as incoming students) and after attaining 45-70 credits (as mid-career students). 

The EVaCS is based on expectancy-value theory (Eccles et al., 1983) and thus 

incorporates the value construct that is central to motivation for general education and 

major coursework.  The EVaCS also incorporates the expectancy and cost constructs.  

Theory and prior research have highlighted different types of expectancy, value, and cost 

(e.g., Eccles et al., 1983; Flake, 2012).  In order to assess motivation in as few items as 

possible, the EVaCS was designed to measure these constructs at a general level.  For 

instance, rather than including several items to measure attainment, intrinsic, and utility 

value separately, the EVaCS measures general value using a small number of items that 

span attainment, intrinsic, and utility value.  The EVaCS is intended to produce three 

scale scores (Expectancy, Value, and Cost), which together summarize students’ 

motivation for their courses in a semester.  The EVaCS’ theoretical grounding is 

necessary, but not sufficient, for it to be regarded as a good measure of students’ 

motivation.  Evidence of the scale’s structural integrity is needed as well.  Although some 

research has been conducted on the structure of similar motivation instruments (Flake et 

al., 2011; Getty et al., 2013; Kosovich, 2013), additional research on the EVaCS’ 

structure is needed if it will be used to make valid inferences about motivation for 

coursework across the academic career. 

Benson’s Framework for Construct Validation 

 Benson (1998) provides a three stage framework for construct validation 

describing what evidence is needed to support valid inferences.  The process of creating 

the EVaCS is represented by the first stage of Benson’s (1998) framework—the 
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substantive stage—which involves defining theoretical constructs (e.g., expectancy, 

value, and cost) and writing items that align to theory.  The second stage—the structural 

stage—involves examining how the relationships among the items align with the 

instrument’s proposed factor structure.  A correlated three-factor structure has been 

established through research on similar measures (e.g., Flake et al., 2011), but the 

EVaCS’ factor structure has not yet been studied.  The structural stage is also concerned 

with whether an instrument functions equivalently in different situations, such as across 

different time points or between different samples.  In this instance, the longitudinal 

measurement invariance of the EVaCS has not yet been established.  The third stage of 

Benson’s (1998) framework—the external stage—involves examining how scores from 

the instrument relate to other variables.  In particular, this stage is concerned with 

whether the instrument relates to other variables in theoretically predicted ways.  The 

question of how motivation changes over time as the proportion of general education 

courses changes is an example of an external stage inquiry.  However, external stage 

research questions rely on having substantive (stage one) and structural (stage two) 

evidence for construct validation. 

 The present research investigated two main structural stage questions: whether the 

hypothesized three-factor model fits the EVaCS data better than alternative models, and 

whether the EVaCS is an invariant measure of motivation for coursework over time.  In 

addition, if the instrument exhibits longitudinal invariance, then it is possible to test 

whether there are latent mean differences in Expectancy, Value, and Cost for incoming 

and mid-career students.  Establishing a well-fitting, parsimonious, invariant 

measurement model that is also theoretically supported would enable researchers and 
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practitioners to use the EVaCS to address a variety of external stage research questions 

regarding students’ motivation for semester coursework. 

Conclusion 

Value, an important component of students’ academic motivation, is likely to 

differ across the college curriculum.  Although students tend to report high value for their 

major coursework, there is evidence that students’ value for general education is lacking, 

and the reason for this seems due to the prominent focus among students on career 

preparation.  However, students who are undecided in terms of their major or future 

career may not experience as large of a motivational discrepancy for major and general 

education coursework.  Because students’ coursework differs across the academic career, 

and motivation for different types of coursework (general education vs. major) differs as 

well, it is reasonable to investigate whether motivation changes across the academic 

career.  To do so, a measure of motivation—in particular, one that captures value—that is 

theoretically grounded and functions equivalently across time is needed.  In other words, 

the measure must exhibit longitudinal measurement invariance (Vandenberg & Lance, 

2000).  Chapter 3 outlines how these measurement issues were addressed through factor 

analytic and invariance studies of an instrument for motivation in coursework, the 

EVaCS.  Specifically, the following three research questions were addressed: 

1) Does the hypothesized three-factor model fit the EVaCS data better than the 

alternative models tested? 

2) Does the EVaCS exhibit longitudinal measurement invariance for incoming 

and mid-career students? 
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3) Do the latent means of motivation for coursework differ for incoming and 

mid-career students?



CHAPTER 3. 

METHOD 

This chapter describes the procedures and analyses that were used to address the 

research questions.  Data collection, samples, and the measurement instrument are 

described first, followed by an overview of the planned analyses for two studies.  Study 1 

examined the model-data fit of four models through confirmatory factor analysis 

(research question 1).  Study 2 examined whether the EVaCS exhibited longitudinal 

measurement invariance across two time points (research question 2).  If the EVaCS 

exhibits measurement invariance, then changes in students’ motivation for coursework 

over time can be examined at the latent level (research question 3). 

Data Collection 

Data were collected from undergraduate students at a midsized public university 

at two time points.  Time point 1 (T1) occurred in late August 2011 when all incoming 

freshmen were required to participate in the university’s Fall Assessment Day.  Fall 

Assessment Day is held annually on the Friday immediately prior to the start of fall 

semester classes.  On Assessment Day, students completed a variety of instruments 

pertaining to general education knowledge, beliefs, attitudes, and behaviors.  Each 

student was assigned to one of approximately 30 proctored testing rooms—each of which 

had a specific instrument sequence—based on the last two digits of their student ID 

number.
7
  Because ID numbers had been assigned by the university essentially at random, 

this procedure ensured that a random sample of students completed each instrument.  

Within each testing room, students completed anywhere from four to six different 

                                                 
7
 Approximately 10 percent of students completed their assessments via computers in campus labs; the rest 

completed paper-and-pencil assessments in a classroom setting.  Data were treated the same regardless of 

completion mode. 
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instruments over a three-hour period.  Most instruments were administered in a subset of 

testing rooms (i.e., to only a sample of students); however, certain instruments were 

administered in all rooms (i.e., completed by all students) on Assessment Day.  The first 

instrument administered in each room was a general education knowledge test (e.g., 

quantitative and scientific reasoning), and the second was the Attitudes toward Learning 

instrument (ATL).  The Expectancy, Value, and Cost Scale (EVaCS) was the first scale 

to appear on the ATL; thus, it was the first non-cognitive scale completed by all incoming 

freshmen on Assessment Day. 

Time point 2 (T2) occurred in mid-February 2013 when all students with 45-70 

earned credits were required to participate in the university’s annual Spring Assessment 

Day.  The procedures for Spring Assessment Day were basically identical to those for 

Fall Assessment Day described above.  For example, the EVaCS was the first scale to 

appear on the ATL, which was administered as the second instrument in each testing 

room (after a general education test, which was the first).  Student ID numbers were 

assigned to testing rooms—and instruments—in Spring 2013 exactly as they had been in 

Fall 2011.  This assessment design facilitated longitudinal comparisons because a 

majority of students at the university completed the same instruments first as incoming 

freshmen and again as mid-career students (either sophomores or juniors).  Many 

students who completed assessments at T1 in Fall 2011 also did so at T2.  Those who 

were not assessed at T2 may have withdrawn from the university or had not yet earned 

enough credits to be eligible for Spring Assessment Day in February 2013.
8
  Similarly,  

                                                 
8
 In rare instances, a student who was assessed at T1 may have earned too many credits (over 70) to be 

eligible for Spring Assessment Day at T2.  In addition, students who were assessed at T1 may have missed 

Spring Assessment Day and later attended a mandatory makeup testing session.  Data from makeup 

sessions were not analyzed in the present research. 
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students who were assessed at T2 but not T1 may have transferred into the university or 

participated in an earlier Fall Assessment Day (e.g., August 2010) but did not meet the 

45-70 credit eligibility requirement for Spring Assessment Day until February 2013. 

Samples 

Because the planned data analyses require multiple large samples, the data were 

preliminarily screened to verify that sample sizes would be sufficiently large to address 

the research questions.  In total, 3,832 incoming students completed the EVaCS at T1, 

and 3,324 mid-career students completed the EVaCS at T2.  Of the incoming students at 

T1, 3,749 (98%) had complete data for all EVaCS items.  Of the mid-career students at 

T2, 3,290 (99%) had complete data for all EVaCS items.  A matched sample of 2,312 

students had complete data at both T1 and T2.  There were 2,415 students with complete 

data at only one time point (i.e., unmatched): 1,437 students had complete data at T1 but 

not T2, and 978 students had complete data at T2 but not T1. 

Five independent samples were formed to conduct the analyses in Studies 1 and 2 

(see Table 2).  Because the most complex CFA model tested (the bifactor model) has 39 

estimated parameters, a minimum sample size of 780 was needed to meet the 20:1 cases-

to-parameter guideline for model-fitting (Kline, 2013).  First, a randomly selected portion 

of the matched sample (N = 951) was reserved for Study 2 to address the research 

question of longitudinal measurement invariance.  From the remaining cases, four 

independent samples of 944 each were formed for Study 1 (model-data fit).  Each of 

these samples was comprised of 50 percent incoming and 50 percent mid-career students.  

Excluding the cases reserved for Study 2, every student with complete data for at least 

one time point was assigned to one of the four model-fitting samples.  This included a 
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portion of cases from the initial matched sample that were randomly chosen to supply 

data at either T1 (N = 451) or T2 (N = 910) in order to achieve time point balance within 

each sample.  After determining the time point for which each case would supply data, 

the 1,888 T1 cases and 1,888 T2 cases were randomly assigned to one of four samples 

(N = 944 each). 

Samples 1 and 2 were used to test and cross-validate the proposed models, 

described below.  Cross-validation is necessary to avoid capitalizing on idiosyncrasies 

from any particular sample (MacCallum, Roznowski, & Necowitz, 1992), and it is 

particularly important for this research because extensive psychometric work has not yet 

been conducted on the EVaCS.  Results from Samples 1 and 2 indicated that model 

modifications were necessary, so two additional samples (Samples 3 and 4) were used to 

test and cross-validate the fit of modified models.  As previously stated, longitudinal 

measurement invariance was examined in Study 2 using the sample of 951 matched 

cases. 

Measure 

Expectancy, Value, and Cost Scale (EVaCS) 

The 16 EVaCS items (Appendix A) are based on expectancy-value theory and 

were written to assess general expectancy, value, and cost across all of the courses 

students take in a semester.  For example, the value items are intended to represent the 

breadth of the value construct rather than to serve as indicators of specific types of value 

(e.g., attainment value).  Unlike many other motivation scales based on expectancy-value 

theory, the EVaCS includes several items intended to measure cost, which the scale 

developers argue to be theoretically distinct from value (Barron & Hulleman, 2010; Flake 



44 

 

et al., 2011).  Students responded to each item on a 1 (completely disagree) to 8 

(completely agree) scale.  No items were reverse coded.  Therefore, higher scores 

represented greater expectancy, more value, and higher cost.  Thus, a student who has 

optimal motivation should select high responses to expectancy and value items (which 

enhance motivation) and low responses to cost items (which inhibit motivation).   

Study 1: Assessing Model-Data Fit Using Confirmatory Factor Analysis 

Confirmatory factor analysis (CFA) is a modeling technique used when one or 

more unobservable, latent traits are believed to underlie (i.e., be influencing) item 

responses (Kline, 2011).  In testing model-data fit, CFA examines the theoretical 

relationships among observed item responses and latent traits according to specified 

models.  The EVaCS is developed from expectancy-value theory, so students’ responses 

to the scale’s items are thought to be driven by their achievement motivation—

specifically, students’ expectancy, value, and cost (latent traits) for a semester’s 

coursework.  For example, a student who expects to do well in his courses is high on the 

latent expectancy trait and should therefore strongly endorse the items intended to 

measure expectancy.  A student who experiences low cost related to succeeding in his 

coursework should select lower responses to the items intended to measure cost.  Such 

theoretical relationships are specified a priori and tested via CFA.  In addition to testing a 

theoretical model, one or more alternative models may be tested.  If a theoretical model 

yields better fit to the data than alternative models, this provides greater support for the 

theoretical model. 

The purpose of Study 1 was to test and compare the fit of several models, which 

are illustrated in Figures 1-4 and described in detail below: (a) a unidimensional model, 
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(b) a correlated two-factor model, (c) a bifactor model, and (d) a correlated three-factor 

model. 

Unidimensional Model 

The unidimensional, or one-factor, model treats all 16 EVaCS items as indicators 

of a single latent motivation trait (see Figure 1).  A well-fitting unidimensional model 

would mean that the EVaCS items do not represent distinct latent factors.  Therefore, 

when scoring the EVaCS using the unidimensional model, each student would receive 

one total Motivation scale score based on all 16 items.  Given that previous research (e.g., 

Eccles & Wigfield, 1995; Flake et al., 2011; Kosovich, 2013; Kosovich, Hulleman, & 

Barron, 2013) has found similar items separate into at least two factors (expectancy and 

value), this model was not hypothesized to fit well.  However, if the unidimensional 

model does fit the data well, this would indicate that the items do not represent three 

distinct factors as the scale developers intended, and thus, item revisions would be 

necessary to better align the scale with expectancy-value theory.  The unidimensional 

model has 104 degrees of freedom; 32 parameters (16 factor loadings, 16 error variances) 

are estimated from 136 observations. 

Correlated Two-Factor Model 

This model more closely represents classic expectancy-value theory in that 

Expectancy and Value are two distinct, although related, latent factors (see Figure 2).
9
  

Four items load onto the Expectancy factor.  The other twelve items load onto the Value 

factor.  The Expectancy and Value factors are correlated.  When scoring the EVaCS 

                                                 
9
 To simplify the description of models and reporting of results, factors will be referred to by the theoretical 

constructs the items are intended to measure—i.e., Expectancy, Value, and Cost.  More validity evidence 

(beyond structural evidence) is needed to support the claim that these are indeed the constructs responsible 

for systematic variance in EVaCS item responses (Benson, 1998). 
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using the two-factor model, a student would receive two scale scores: an Expectancy 

score based on 4 items and a Value score based on the other 12 items.  This model does 

not distinguish among cost and other types of value (attainment, intrinsic, utility) 

specified in the literature.  Therefore, a well-fitting model would suggest that cost is a 

subtype of value, as proposed by Eccles and colleagues (Wigfield & Eccles, 2000).  

However, because 6 of the 12 value items are intended to measure cost, which generally 

does not have high correlations with the other value subtypes (Conley, 2012; Trautwein 

et al., 2012), there may be substantial shared error in the cost items that is not captured by 

the Value factor.  For this reason, the correlated two-factor model may not fit as well as a 

model that distinguishes cost from value.  However, if the correlated two-factor model 

does fit the data well, this would indicate that the items represent two factors instead of 

the three distinct factors as the scale developers intended.  Further work would then be 

needed to determine whether cost separates from more differentiated measures of value 

(i.e., attainment, intrinsic, utility) as opposed to the EVaCS’ general measure of value.  

The correlated two-factor model has 103 degrees of freedom; 33 parameters (16 factor 

loadings, 16 error variances, 1 factor correlation) are estimated from 136 observations. 

Bifactor Model 

The most complex model tested was the bifactor model.  This model represents 

classic expectancy-value theory in that cost is considered a value subtype (Wigfield & 

Eccles, 2000; see Figure 3).  Four items load onto the Expectancy factor.  The other 

twelve items all load onto a general Value factor.  The Expectancy and Value factors are 

correlated.  In addition, a proportion of six value items’ variance that is not due to the  
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general factor is believed to be due to another, unrelated specific factor—Cost.
10

  

Because these six items load on two factors, the bifactor model presents practical 

challenges for scoring (by summing item responses) and interpretation that do not exist 

with the other models.  A student would receive an Expectancy score based on 4 items; 

however, a Value score would be based on the other 12 items, 6 of which would include 

systematic variance from the specific Cost factor.  In other words, the Value score would 

knowingly include item variance from Cost which, in the model, is specified as unrelated 

to Value.  This would not be terribly concerning if the double-loading items (i.e., the six 

items with loadings on Value and Cost) load strongly onto the Value factor.  If the 

double-loading items have strong factor loadings (e.g., .70 or greater) on Value, this 

would indicate that cost can be treated as a subtype of value.  Weaker factor loadings on 

Cost would represent that these items share variance with each other that they do not 

share with the other six items that load onto the Value factor.  The six double-loading 

items could therefore still be justified as measuring general value, even though something 

other than value makes them function somewhat distinctly as cost items.  However, if 

these six items have stronger loadings on the Cost factor than they have on the Value 

factor, this would indicate that most of their variance is explained by something unrelated 

to value.  Therefore, these items would be primarily measuring something distinct from 

value—cost—and thus to include them when computing a Value scale score would be 

erroneous.  The bifactor model was expected to fit better than the previous two models 

                                                 
10

 It may seem strange to consider cost as a subtype of value when, in the bifactor model, the Cost factor is 

specified as unrelated to the Value factor.  In this model, the Cost factor represents the variance shared 

among items 11-16 that is unrelated to the variance shared among items 5-16 (all of the value items).  In 

other words, the Cost factor represents what makes items 11-16 function similarly after accounting for what 

makes them function similarly to items 5-10.  In order for cost to be regarded as a subtype of value, the 

Value factor should explain more of the variance in items 11-16 than the Cost factor explains.  
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because (1) unlike the unidimensional model, it distinguishes between expectancy and 

value, and (2) unlike the two-factor model, it attempts to model systematic variance in the 

cost items.  The bifactor model has 97 degrees of freedom; 39 parameters (22 factor 

loadings, 16 error variances, 1 factor correlation) are estimated from 136 observations. 

Correlated Three-Factor Model 

This is the model that the EVaCS items are intended to represent, in which 

Expectancy, Value, and Cost are distinct, although related, latent factors (Barron & 

Hulleman, 2010; see Figure 4).  Four items load onto the Expectancy factor, six items 

load onto the Value factor, and the remaining six items load onto the Cost factor.  These 

three factors are correlated.  Using the three-factor model, a student would receive three 

scale scores: an Expectancy score based on 4 items, a Value score based on 6 items, and a 

Cost score based on 6 items.  This is the only model of the four tested in which cost is 

modeled separately from value and thus provides a test of the theoretical value-cost 

relationship.  If the correlated three-factor model were the best-fitting model among the 

four tested, it would indicate that cost is most appropriately treated as a distinct factor 

rather than a subtype of value.  This model was expected to fit the data well because (1) it 

most closely represents the model the EVaCS was designed to measure, and (2) previous 

research on similar scales has found that cost is best modeled as a separate factor from 

value (Flake et al., 2011; Kosovich, 2013).  The correlated three-factor model has 101 

degrees of freedom; 35 parameters (16 factor loadings, 16 error variances, 3 factor 

correlations) are estimated from 136 observations. 
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Determining the Best-Fitting Model 

The procedures for determining which of the four models provided the best 

model-data fit relied on a variety of fit indices: RMSEA, SRMR, CFI, χ
2
 difference tests 

(for nested models) or AIC (for non-nested models), and correlation residuals.  Fit indices 

were interpreted relative to commonly used guidelines in the literature (e.g., Hu & 

Bentler, 1998; 1999; Kline, 2011).  These fit indices are described in detail in Chapter 4. 

Study 2: Testing for Measurement Invariance and Latent Mean Differences 

Prior to examining change in the motivation of incoming and mid-career students, 

it is important to assess whether the structure of the latent traits and parameters of a 

measurement model are equivalent over time (Byrne, Shavelson, & Muthén, 1989).  That 

is, longitudinal measurement invariance must first be established to ensure that 

respondents continue conceptualizing the construct(s) in the same way and that the 

instrument functions consistently when administered at multiple time points.  If an 

instrument lacks longitudinal invariance, then one cannot be certain that any observed 

change in scores is due to a true change at the latent level.  Furthermore, without 

longitudinal invariance, one cannot be certain that an absence of observed change 

signifies no latent change.  Longitudinal measurement invariance was evaluated by first 

testing configural invariance, then metric invariance, then scalar invariance. 

Configural Invariance 

Configural invariance—a prerequisite for metric and scalar invariance—means 

that the same measurement model provides adequate fit in the same sample over time.  

For example, if the EVaCS demonstrates configural invariance, this means that a model 

which fit the data from incoming students also fits the data when the same students are 
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assessed later as mid-career students.  Using the correlated three-factor model to 

illustrate, configural invariance would indicate that the items that serve as indicators for 

Expectancy at T1 are also indicators of Expectancy at T2 (likewise for Value and Cost 

indicators at T1 and T2).  As a preliminary step toward testing configural invariance, the 

best-fitting model from Study 1 can be fit separately to data from T1 and T2.  If the 

model shows adequate fit at both time points according to various local and global fit 

indices (e.g., RMSEA, CFI, correlation residuals), then the model is fit to T1 and T2 

simultaneously.
11

  If this model fits, then the EVaCS demonstrates configural invariance. 

Metric Invariance 

If configural invariance is established, the next step is to test metric invariance, 

which means that factor loadings are equivalent over time (i.e., indicators have an 

equivalent relationship with their respective latent factor at both time points).  If the 

EVaCS demonstrates metric invariance, it would mean that an item’s unstandardized 

pattern coefficient in the model at T1 is essentially equal to the corresponding coefficient 

at T2.  For example, 

λitem1 at T1 = λitem1 at T2, 

λitem2 at T1 = λitem2 at T2, 

… 

 λitem16 at T1 = λitem16 at T2 

                                                 
11

 When fitting the model to T1 and T2 data simultaneously, item residuals are correlated across time (e.g., 

εitem1 at T1 is allowed to correlate with εitem1 at T2).  These autocorrelations reflect shared variance among 

the same item across testing occasions.  In addition, the factor(s) at each time point are allowed to correlate.  

In the longitudinal bifactor model, the specific factor (Cost) is allowed to correlate over time, but not with 

the substantive factors (i.e., the Cost factor does not correlate with Expectancy or Value factors at either 

time point). 
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Metric invariance would indicate that all items are measuring the construct in the same 

way across time; i.e., items are interpreted the same way by incoming and mid-career 

students.  Another way to understand metric invariance is that items have the same 

salience to their respective factors at both time points.  To test for metric invariance, 

unstandardized pattern coefficients are constrained to be equal across T1 and T2.  If this 

results in adequate model-data fit (i.e., if the metric model fits in an absolute sense and 

does not fit significantly worse than the configural model), then the EVaCS demonstrates 

metric invariance.  Fit of the metric model is compared to that of the configural model 

using a χ
2
 difference test and examining change in CFI.  In addition, residuals between 

the observed and reproduced correlation matrix are examined to determine whether any 

pattern coefficients should not be constrained to be invariant across time (i.e., whether 

there is partial metric invariance). 

Scalar Invariance 

When metric invariance is established, it becomes possible to test scalar 

invariance.  Scalar invariance indicates that in addition to unstandardized pattern 

coefficients being equivalent for items across time (metric invariance), item intercepts are 

set to be equal for items across time.  For example, 

τitem1 at T1 = τitem1 at T2, 

τitem2 at T1 = τitem2 at T2, 

… 

τitem16 at T1 = τitem16 at T2 

With equal intercepts, a student with the same level of a latent trait (e.g., expectancy) at 

multiple time points would also have the same observed item scores across time points.  
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Therefore, any differences in observed means would be due to true differences at the 

latent level.  For example, if the EVaCS exhibits scalar invariance, then a student whose 

score on Expectancy item 1 increases from T1 to T2 can be said to have truly increased in 

his expectancy for semester coursework between the two time points.  To test for scalar 

invariance, item intercepts are constrained to be equal across T1 and T2.  If this results in 

adequate model-data fit (i.e., if the scalar model fits in an absolute sense and does not fit 

significantly worse than the metric model), then the EVaCS demonstrates scalar 

invariance.  Fit of the scalar model is compared to that of the metric model using a χ
2
 

difference test and examining change in CFI.  In addition, residuals between the observed 

and reproduced correlation matrix are examined to determine whether any item intercepts 

should not be constrained to be invariant across time (i.e., whether there is partial scalar 

invariance). 

Latent Mean Differences 

If configural, metric, and either full or partial scalar invariance are established for 

the EVaCS, then latent mean scores for incoming and mid-career students can be 

compared to determine whether students change in their levels of motivation for semester 

coursework.  For example, full scalar invariance using the correlated three-factor model 

would imply that latent means of expectancy, value, and cost can be compared across 

time.  Partial scalar invariance would imply that latent means can be compared across 

time for any latent trait with at least three scalar-invariant items (Thompson & Green, 

2006), where only the scalar-invariant items contribute to the latent means.  When scalar 

or partial scalar invariance are established for a latent trait, latent mean differences can be 

examined for statistical significance (using a latent t-test) and practical significance 
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(using a latent Cohen’s d).  When metric invariance is established, the stability of latent 

traits can be compared through bivariate correlations, which represent the stability of 

rank-ordered latent traits over time. 

Conclusion 

The purpose of this research was to evaluate the psychometric structure and 

invariance of a scale intended to measure students’ motivation for their semester 

coursework—the EVaCS.  First, the model-data fit of four models was tested through 

CFA using multiple samples of incoming and mid-career students.  The best-fitting 

model was then used to examine longitudinal measurement invariance (configural, 

metric, and scalar) of the EVaCS for students at two time points: (1) as incoming 

freshmen, and (2) after earning 45-70 credits, or as “mid-career” students.  With 

measurement invariance established, latent mean change in motivation for semester 

coursework can be examined for statistical and practical significance using a latent t-test 

and Cohen’s d, respectively.



CHAPTER 4. 

RESULTS 

Study 1 

The purpose of Study 1 was to determine which of four a priori models provided 

the best, parsimonious fit to the EVaCS data by testing the models through confirmatory 

factor analysis (CFA).  Four independent samples, each comprised of equal parts 

incoming and mid-career students, were used to test and cross-validate model fit to arrive 

at the best-fitting model, which would later be used to examine measurement invariance 

in Study 2.   

Data Screening 

Only cases with complete data at time point 1 (T1) and/or time point 2 (T2) were 

used in the analyses.  Data were screened for outliers, multicollinearity, and normality 

prior to conducting the analyses.  In addition, preliminary reliability analysis (Cronbach’s 

α) on the 16 EVaCS items indicated that item 13 (“I think there will be other things I’d 

rather do with my time than just focusing on my classes”) negatively impacted the 

reliability of the intended Cost scale in all four samples in Study 1.  Therefore, item 13 

was removed from the models, leaving 15 EVaCS items to be included in the CFA 

models. 

Outliers.  Data cases are considered outliers if an individual item response 

(univariate) or overall response pattern (multivariate) is considered aberrant, and such 

cases should be removed prior to analyses.  All item responses were within the EVaCS’ 

1-8 response scale range, as out-of-range responses had previously been converted to 

missing data and removed through listwise deletion. 
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A case is deemed a multivariate outlier when the pattern of item responses differs 

substantially from the norm, such as when a respondent engages in random responding or 

response sets across items (e.g., ‘1’, ‘2’, ‘3’, ‘4’, ‘5’, ‘4’, ‘3’, etc.).  All cases in Samples 

1 through 4 were simultaneously screened for multivariate outliers.  Prior to the removal 

of multivariate outliers, each sample had 944 cases.  A total of 94 cases (2.5%) were 

identified as multivariate outliers based on having Mahalanobis distances greater than 

51.25 (p < .05) and were removed from the data set.  The remaining sample sizes for 

Samples 1 through 4 were 921, 923, 916, and 922, respectively.  Data screening and 

analyses proceeded with these reduced sample sizes.  Descriptive statistics and 

demographic information for each sample are shown in Table 3. 

Multicollinearity.  If an item is found to be multicollinear, this means that it is 

essentially redundant with another item(s) and thus does not provide unique information.  

One or more redundant items from a set deemed multicollinear can be considered for 

removal from the analyses.  Multicollinearity was assessed by first examining the 

bivariate correlations among items in each sample.  If two items are highly correlated (|r| 

> .90; Tabachnick & Fidell, 2005), then one item from the pair is essentially redundant.  

Tables B1-B4 show the bivariate correlations for each sample in Study 1.  The largest 

observed correlations were between items 6 (“I think my classes will be worthwhile”) 

and 7 (“I think my classes will be useful”), ranging from r = .73 to .76 across samples, 

and between items 9 (“I see a purpose for taking my classes this semester”) and 10 (“I see 

why my classes are important to take”), ranging from r = .74 to .79 across samples.  

Because no correlations exceeded .90, bivariate multicollinearity was not a problem. 
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Multivariate multicollinearity, which reflects whether items on a scale provide 

unique information, was assessed through tolerance values.  A low tolerance value (<.10) 

indicates that most of an item’s variance can be explained by other item(s) on the scale, 

so that item provides little unique information.  Conversely, items with high tolerance 

values cannot be explained primarily by other items, and therefore contribute unique 

information to a scale.  Tolerance values for all EVaCS items were greater than .10, so 

multivariate multicollinearity was not a problem. 

Normality.  The maximum likelihood estimation method used in the analyses 

assumes that observed data have a multivariate normal distribution.  If data are not 

normally distributed, then the resulting standard errors, χ
2
 values, and fit indices will be 

biased (West, Finch & Curran, 1995).  Univariate non-normality was identified by 

skewness statistics with absolute values of 2 or greater and/or kurtosis statistics with 

absolute values of 7 or greater (West et al., 1995).  As shown in Tables B1-B4, the largest 

skewness and kurtosis statistics across samples were 1.05 and 1.46, respectively.  Items 1 

through 10 all had slight negative skews, and the remaining items had slight positive 

skews; however, none of the skewness or kurtosis statistics were large enough to indicate 

univariate non-normality. 

Multivariate normality was assessed in each of the four samples through Mardia’s 

coefficient for multivariate kurtosis (DeCarlo, 1997).  Because the coefficients, which 

ranged from 37.12 to 46.79 across samples, all exceeded a value of 3 (Bentler & Wu, 

2003), the Satorra-Bentler adjustment was applied to the χ
2
 values, χ

2
 difference tests, 

standard errors, and fit indices produced through maximum likelihood estimation (Satorra 

& Bentler, 1994).  By doing so, the Satorra-Bentler adjustment is said to produce less 
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biased estimates of model fit and standard errors for parameter estimates (Finney & 

DiStefano, 2006). 

Descriptive Statistics 

Item-level descriptive statistics for each sample are shown in Tables B1-B4; they 

were similar across samples.  Items 1 through 10 (hypothesized to measure expectancy 

and value) had rather high means on the 8-point scale.  Sample means for the intended 

expectancy items ranged from 6.41 on item 4 (“I know I can understand the material in 

my classes”) to 6.77 on item 1 (“I expect to do well in my classes”).  Sample means for 

the intended value items ranged from 6.32 on item 8 (“I think my classes will be 

interesting”) to 6.75 on item 5 (“I value the classes I am taking this semester”).  Items 11, 

12, 14, 15, and 16 had lower means, believed to reflect students’ lower levels of cost.  

Sample means for these items ranged from 2.56 on item 15 (“Doing well in my classes 

may not be worth all the things I have to give up”) to 3.81 on item 12 (“Because of the 

other things that I want to do in college, I don’t think I’ll have as much time to put into 

my classes as I’d like”).  Across all samples, the range of selected responses was 1-8 for 

items 9 through 16, 2-8 for items 2 through 8, and 3-8 for item 1.  Therefore, students 

utilized the full response scale—or nearly did so—for all of the EVaCS items. 

Confirmatory Factor Analysis 

Four a priori models were each fit to data from four independent samples: (a) a 

unidimensional model, (b) a correlated two-factor model, (c) a bifactor model, and (d) a 

correlated three-factor model.  Samples 1 and 2 were used to fit the 15-item models 

(without item 13).  Samples 3 and 4 were used to test modifications to these models—

specifically, removing any item(s) that contributed to model misfit in Samples 1 and 2.  



58 

 

All models were tested in LISREL 8.80 (Jöreskog & Sörbom, 2006) using maximum 

likelihood estimation with Satorra-Bentler scaled χ
2
 and robust standard errors to adjust 

for multivariate non-normality.  The metric of latent factors was set equal to 1 by default 

in LISREL. 

Fit Indices 

Several different fit indices were used to evaluate model fit.  These included 

indices of global fit (absolute and incremental) and local misfit.  The root mean square 

error of approximation (RMSEA) and standardized root mean squared residual (SRMR) 

are two absolute fit indices that are sensitive to model misspecification (Hu & Bentler, 

1998).  Whereas RMSEA is more sensitive to complex model misspecification (i.e., 

constraining factor loadings to zero), SRMR is more sensitive to simple model 

misspecification (i.e., constraining factor correlations to zero).  The comparative fit index 

(CFI) is an incremental fit index that compares the fit of a theorized model to the fit of a 

model in which all observed variables are unrelated.  Yu and Muthén (2002) provide 

general guidelines for interpreting fit indices when using the Satorra-Bentler adjustment: 

desirable values are RMSEA ≤ .05, SRMR ≤ .07, and CFI ≥ .96.  It is important to note 

that these values are not intended to be absolute, and it is recommended that multiple fit 

indices be considered when evaluating model fit. 

When two nested models both demonstrated acceptable fit according to RMSEA, 

SRMR, and/or CFI, χ
2
 difference tests (Δχ

2
) were used to directly compare the fit of these 

models.  Unlike a χ
2
 significance test, which indicates whether a model is able to provide 

exact fit to observed data (i.e., whether the model-implied covariance matrix differs 

significantly from the observed covariance matrix), the χ
2
 difference test can be used to 
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tell whether two nested models differ significantly in their ability to reproduce the same 

covariance matrix.  So, in the event that nested models have comparable global fit 

indices, a χ
2
 difference test can be conducted to determine whether the more complex or 

constrained model (i.e., the model with fewer degrees of freedom) fits significantly worse 

than the less complex model.  The unidimensional model is nested within each of the 

other three models.  The correlated two-factor model is nested within the bifactor and 

correlated three-factor models.  The χ
2
 difference test only applies to nested models 

(Kline, 2011), so the Akaike Information Criterion (AIC) was used to compare the fit of 

non-nested models—specifically, the bifactor and correlated three-factor models.  The 

AIC adjusts χ
2
 values according to model parsimony by penalizing more complex 

models, particularly with small sample sizes (Mulaik, 2009).  A model with a lower AIC 

should generally be favored over a model with a higher AIC because it is more likely to 

replicate in other samples due to its greater parsimony. 

Global fit indices such as RMSEA, SRMR, and CFI can indicate that a particular 

model fits the data well overall, but there may be specific areas of the model which do 

not produce good model-data fit.  Therefore, local misfit was assessed in globally-fitting 

models.  Correlation residuals represent the difference between the correlation matrix 

from the observed data and the correlation matrix as reproduced (or implied) by the 

model.  Residuals of |.10| or larger indicate areas of local misfit where a model is not able 

to reproduce item correlations well (Kline, 2011).  Items associated with large correlation 

residuals contribute to model misfit and may be candidates for removal in modified 

models. 
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Testing and Cross-Validating 15-Item Model Fit in Samples 1 and 2 

Global fit indices from the models tested in Samples 1 and 2 are presented in 

Table 4. 

Unidimensional model. The unidimensional model, which treated all EVaCS 

items as indicators of a single latent factor, did not achieve adequate global fit in either 

sample, with all indices failing to meet their respective cutoffs (RMSEA .19-.20, SRMR 

.13-.14, CFI .76-.79).  Therefore, local misfit of this model was not examined. 

Correlated two-factor model. The two-factor model, in which cost was not 

modeled as a subtype of value, did not achieve adequate global fit in either sample, with 

all indices failing to meet their respective cutoffs (RMSEA .15-.16, SRMR .12-.13, CFI 

.84-.87). Therefore, local misfit of this model was not examined. 

Bifactor model.  This model, which modeled cost as a subtype of value, met the 

cutoffs for SRMR (.06-.07) and CFI (.96-.97) in both samples, and nearly did for 

RMSEA (.08).  AIC values for the bifactor model were 664.92 in Sample 1 and 622.38 in 

Sample 2.  Recall that AIC values can be compared across non-nested models (i.e., the 

bifactor and three-factor models) to evaluate fit adjusting for model parsimony.  

Standardized pattern coefficients—also referred to as “factor loadings”—and error 

variances are presented in Figures 5 and 6 for Samples 1 and 2, respectively.  The 

correlation between the Expectancy and Value latent factors was .62 in Sample 1 and .67 

in Sample 2.  Items 1 through 10 loaded strongly onto their respective factors (.71 to .86), 

and the latent factors accounted for the majority of the variance in each of these 10 items 

(R
2
 = .51-.74).  The five cost items had moderate loadings on the Cost factor (.48 to .73) 
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but weaker, negative loadings on the Value factor (-.24 to -.40). The proportion of 

variance (R
2
) accounted for in these items ranged from .29 to .68. 

Local misfit of the bifactor model was assessed via correlation residuals with 

absolute values greater than .10 (see Table D1).  Of the 105 correlations that were 

reproduced by the bifactor model, 14 correlations (13%) had large residuals in Sample 1, 

and 13 correlations (12%) had large residuals in Sample 2.  Most of the large residuals 

were between expectancy and cost items, including the largest residual of -.22 between 

item 1 and item 14.  These residuals were negative, meaning that the bifactor model 

overestimated the relationship between many expectancy and cost items. 

Correlated three-factor model.  This model tested Cost as a distinct factor from 

Value.  Like the bifactor model, this model met the cutoffs for SRMR (.04) and CFI (.97) 

in both samples, and nearly did for RMSEA (.07-.08).  AIC values for the three-factor 

model were 609.88 in Sample 1 and 565.82 in Sample 2; both were lower (i.e., more 

favorable) than AIC values for the bifactor model.  Standardized pattern coefficients and 

error variances are presented in Figures 7 and 8 for Samples 1 and 2, respectively.  The 

correlation between the Expectancy and Value latent factors was .61 in Sample 1 and .66 

in Sample 2.  Both factors had negative correlations with Cost (Expectancy: -.50 in 

Sample 1, -.53 in Sample 2; Value: -.42 in Sample 1, -.45 in Sample 2).  The majority of 

items had factor loadings greater than .70.  Two exceptions were item 11, with a loading 

of .55 in Sample 1 and .58 in Sample 2, and item 12, with a loading of .70 in Sample 1 

and .67 in Sample 2.  The latent factors accounted for a majority of the variance in most 

items (R
2
 = .51-.75), with the exceptions of item 11 (R

2
 = .30-.33) and item 12 (R

2
 = .44-

.49). 
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Local misfit of the three-factor model was assessed via correlation residuals (see 

Table D2).  Of the 105 correlations that were reproduced by the three-factor model, 2 

correlations (2%) had large residuals in Sample 1, and 1 (1%) residual was large in 

Sample 2.  All of the large residuals were observed among cost items, but none exceeded 

|.13|.  These residuals were positive, meaning that the three-factor model underestimated 

the relationship between the items. 

Summary of Results from Samples 1 and 2 

Of the 15-item models tested in Samples 1 and 2, both the bifactor and correlated 

three-factor models demonstrated acceptable global fit.  There are five reasons to favor 

the three-factor model over the bifactor model at this point.  First, the models’ AIC 

values, which adjust χ
2
 for model parsimony, favored the three-factor model.  Second, the 

three-factor model had fewer large correlation residuals (1-2 > |.10|) compared to the 

bifactor model (13-14 > |.10|).  Third, double-loading items in the bifactor model had 

weaker loadings on the Value factor (-.24 to -.40) than on the Cost factor (.48 to .73), 

indicating that these items bore a stronger relationship to Cost—as a distinct factor—than 

to Value.  Fourth, the three-factor model is consistent with prior research from scales 

with items similar to those on the EVaCS.  Fifth, the three-factor model yields scoreable 

subscales, whereas in the bifactor model, variance from the Value and Cost factors 

cannot be fully disentangled to produce separate subscales.  

Although the three-factor model fit quite well with 15 items, it was clear that item 

11 (“I think my classes will require too much time for me to do well”) did not have a 

strong loading on its intended Cost factor.  (The fit of item 12 was also potentially 

problematic, though not as severe as item 11’s).  It is important that whichever model is 
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championed in Study 1 demonstrates adequate global and local fit before being subjected 

to invariance testing in Study 2.  Therefore, based on the results from Samples 1 and 2, 

item 11 was removed, and the four CFA models were retested in Samples 3 and 4 to see 

whether model fit would improve.  If model fit continued to show problems even after the 

removal of item 11, additional model modifications would be considered in Samples 3 

and 4. 

Testing and Cross-Validating 14-Item Model Fit in Samples 3 and 4 

Due to its poor fit in Samples 1 and 2, item 11 was not included in the CFAs 

conducted on Samples 3 and 4.  Despite their failure to demonstrate adequate global fit in 

Samples 1 and 2, the unidimensional and correlated two-factor models were retested in 

Samples 3 and 4 in case their fit would improve after the removal of item 11.  Fit indices 

are presented in Table 4.  It is important to note that because the models tested in 

Samples 1 and 2 differ from those tested in Samples 3 and 4, direct comparison of fit 

across models is not advised, although fit within each sample can still be interpreted 

relative to recommended cutoffs. 

Unidimensional model.  This model did not achieve adequate global fit in either 

sample (RMSEA .18-.20, SRMR .12-.13, CFI .75-.79), so local misfit was not examined. 

Correlated two-factor model.  This model did not achieve adequate global fit in 

either sample (RMSEA .14-.15, SRMR .11-.12, CFI .86-.90), so local misfit was not 

examined. 

Bifactor model. This model met the cutoffs for SRMR (.06) and CFI (.97) in both 

samples, and nearly did for RMSEA (.07).  AIC values for the bifactor model were 

451.21 in Sample 3 and 497.41 in Sample 4.  Standardized pattern coefficients and error 
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variances are presented in Figures 9 and 10 for Samples 3 and 4, respectively.  The 

correlation between the Expectancy and Value latent factors was .65 in Sample 1 and .66 

in Sample 2.  Items 1 through 10 loaded strongly onto their respective factors (.72 to .87), 

and the latent factors accounted for the majority of the variance in each of these 10 items 

(R
2
 = .52-.76).  The five cost items had moderate loadings on the Cost factor (.58 to .75) 

but weaker loadings on the Value factor (-.25 to -.38).  The proportion of variance (R
2
) 

accounted for in the cost items ranged from .39 to .65. 

Local misfit was assessed via correlation residuals (see Table D3).  Of the 91 

correlations that were reproduced by the 14-item bifactor model, 11 correlations (12%) 

had large residuals in Sample 3, and 10 (11%) had large residuals in Sample 4.  As was 

the case in Samples 1 and 2, most of the large residuals were between expectancy and 

cost items, including the largest residuals of -.23 between items 1 and 14 and items 3 and 

14.  These residuals were negative, meaning that the bifactor model overestimated the 

relationship between many expectancy and cost items. 

Correlated three-factor model.  Like the bifactor model, this model met the 

cutoffs for SRMR (.03-.04) and CFI (.98) in both samples, and nearly did for RMSEA 

(.06-.07).  AIC values for the three-factor model were 406.86 in Sample 3 and 458.96 in 

Sample 4, which were lower (more favorable) than the AIC values for the bifactor model.  

Standardized pattern coefficients and error variances are presented in Figures 11 and 12 

for Samples 3 and 4, respectively.  The correlation between the Expectancy and Value 

latent factors was .64 in Sample 3 and .65 in Sample 4.  Both factors had negative 

correlations with Cost (Expectancy: -.50 in Sample 3, -.51 in Sample 4; Value: -.42 in 

Sample 3, -.46 in Sample 4).  All items had factor loadings greater than .70 except item 
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12, which had a loading of .70 in Sample 3 and .63 in Sample 4.  The latent factors 

accounted for a majority of the variance in most items (R
2
 = .52-.77), with the exception 

of item 12 (R
2
 = .40-.49). 

Local misfit was assessed via correlation residuals (see Table D4).  Of the 91 

correlations that were reproduced by the three-factor model, none (0%) had large 

residuals in Sample 3, and 3 (3%) had large residuals in Sample 4.  None of the large 

residuals exceeded |.14|. 

Parameter and reliability estimates (omega, ω) for the 14-item, three-factor model 

are shown in Table 5.  Across both samples, reliability estimates for the factors were all 

.80 or higher. 

Summary of Results from Samples 3 and 4 

The bifactor and correlated three-factor models continued to demonstrate 

acceptable global fit after the removal of item 11.  In both samples, AIC values were 

lower (i.e., more favorable) for the three-factor model than the bifactor model.  The three-

factor model had fewer large correlation residuals (0-3 > |.10|) compared to the bifactor 

model (10-11 > |.10|).  The bifactor model’s double-loading items loaded more strongly 

onto Cost (.58 to .75) than Value (-.25 to -.38), suggesting a stronger relationship with 

Cost as a distinct factor from Value.  The three-factor model is also consistent with prior 

research from scales with items similar to those on the EVaCS.  Therefore, the three-

factor model was selected from the four a priori models to be examined in Study 2.  

Although the three-factor model fit quite well with 14 items, the minimal local 

misfit in Sample 4 appeared to involve item 12—the item which, along with item 11, 

showed some problems in Samples 1 and 2.  At this point, item 12 (“Because of the other 
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things that I want to do in college, I don’t think I’ll have as much time to put into my 

classes as I’d like”) shows some signs of influencing poor model fit.  However, without 

overwhelming reason to exclude it and refit the data to further-reduced models, item 12 

was retained because it adds to the breadth of the cost construct.  It should be noted that 

the Expectancy and Value factors held up well throughout Study 1, so cost items should 

be considered first if any problems are encountered with invariance testing in Study 2. 

Study 2 

Given that a well-fitting model was found in Study 1 (the 14-item correlated 

three-factor model), the objective of Study 2 was to test whether this model exhibited 

configural, metric, and scalar invariance, and if so, whether there were latent mean 

differences between students’ motivation for coursework at two time points.  Data were 

fit to a single longitudinal sample of students measured as incoming and as mid-career 

students (“Matched” sample in Table 2). 

Data Screening 

Data screening followed the same procedures for assessing outliers, 

multicollinearity, and normality as outlined in Study 1.  All cases had complete data at 

time point 1 (T1) and time point 2 (T2). 

Outliers.  All item responses were within the EVaCS’ 1-8 response scale range, 

as out-of-range responses had previously been converted to missing data and removed 

through listwise deletion.  Data from time point 1 and time point 2 were screened 

separately for multivariate outliers.  There were 951 matched cases prior to the removal 

of multivariate outliers, which were cases with Mahalanobis distances greater than 46.93 

(p < .05).  A total of 16 cases were identified as multivariate outliers at T1, 20 cases at 



67 

 

T2, and 3 cases at both time points.  These 39 cases were removed, and data screening 

and analyses proceeded with a reduced sample size of 912.  Descriptive statistics and 

demographic information for the sample are presented in Table 6. 

Multicollinearity.  Table D1 shows the bivariate correlations for items in Study 

2.  The largest correlation observed among items at either time point was between items 5 

(“I value the classes I am taking this semester”) and 6 (“I think my classes will be 

worthwhile”) for time point 2 (r = .80).  Overall, correlations among items belonging to 

the same latent factor were higher at T2 than at T1.  Because no correlations exceeded 

.90, bivariate multicollinearity was not a problem.  Tolerance values for all items were all 

greater than .10, so multivariate multicollinearity was not a problem. 

Normality.  As shown in Table D1, the largest skewness and kurtosis statistics 

across time points were -.96 and 1.75, respectively, which were not large enough to 

indicate univariate non-normality.  Expectancy and value items all had slight negative 

skews, while the cost items had slight positive skews.  Multivariate normality was 

assessed at each time point through Mardia’s coefficient for multivariate kurtosis 

(DeCarlo, 1997).  The coefficients—27.22 at T1 and 44.81 at T2—exceeded a value of 3 

(Bentler & Wu, 2003), so the Satorra-Bentler adjustment was applied to the χ
2
 values, χ

2
 

difference tests, and fit indices (Satorra & Bentler, 1994) as had been done in Study 1. 

Descriptive Statistics 

Item-level descriptive statistics are shown in Table D1.  Means for the expectancy 

items ranged from 6.28 to 6.80 at T1 and from 6.44 to 6.59 at T2.  Means for the value 

items ranged from 6.37 to 6.78 at T1 and from 6.22 to 6.58 at T2.  Observed means 

decreased from T1 to T2 for all expectancy and value items except item 4 (“I know I can 
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understand the material in my classes”).  Means for the cost items ranged from 2.27 to 

3.50 at T1 and from 2.84 to 3.90 at T2.  Observed means increased for all cost items over 

time.  At T1, the range of selected responses was 1-8 for items 12 and 16; 1-7 for item 

15; 1-6 for item 14; 2-8 for items 9 and 10; 3-8 for items 4, 5, 7 and 8; and 4-8 for items 

1, 2, 3 and 6.  So, although students did not utilize the full 1-8 response scale for most 

items at T1, there was still considerable variability in scores.  At T2, the range of selected 

responses was 1-8 for items 5, 7, 12, 14, 15, and 16; 2-8 for items 1, 6, 8, 9, and 10; and 

3-8 for items 2, 3, and 4.  Students were therefore more likely to endorse the full range of 

responses at T2 than at T1, utilizing the full response scale—or nearly so—for all of the 

EVaCS items at T2. 

Measurement Invariance 

Longitudinal measurement invariance of the 14-item three-factor model was 

tested through a series of nested models.  All models were tested in LISREL 8.80 

(Jöreskog & Sörbom, 2006) using maximum likelihood estimation with Satorra-Bentler 

scaled χ
2
 and robust standard errors to adjust for multivariate non-normality.  The 

procedure for setting the metric of latent factors is described below. 

Fit Indices 

Many of the same indices used to evaluate model fit in Study 1 were also utilized 

in Study 2.  These included the root mean square error of approximation (RMSEA), 

standardized root mean squared residual (SRMR), and comparative fit index (CFI).  

Desirable values for these indices when using the Satorra-Bentler adjustment are RMSEA 

≤ .05, SRMR ≤ .07, and CFI ≥ .96 (Yu & Muthén, 2002).  Local misfit was assessed 

through correlation residuals of greater than |.10| (Kline, 2011). 
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The procedure for testing longitudinal invariance examined three nested models—

configural, metric, and scalar—where the configural model is nested within the metric 

and scalar models, and the metric model is nested within the scalar model.  Model fit was 

compared through χ
2
 difference tests (Δχ

2
) as well as how the comparative fit index (CFI) 

differs between models (ΔCFI).  If a χ
2
 difference test shows that the more constrained 

model does not fit significantly worse than the less constrained model (i.e., if Δχ
2
 is not 

statistically significant), then the model is said to exhibit at least the level of invariance 

represented by the more constrained model.  For example, if χ
2
 for the metric model is 

not significantly worse (larger) than χ
2
 for the configural model, then the model 

demonstrates metric invariance.  A second way to establish invariance is to look at the 

difference between nested models’ CFIs (Cheung & Rensvold, 2002).  If the more 

constrained model’s CFI differs from the less constrained model’s CFI by .01 or less, 

then the model is said to exhibit at least the level of invariance represented by the more 

constrained model.  For example, if CFIscalar = .93 and CFImetric = .95, the measure does 

not demonstrate scalar invariance because the difference in CFIs is .02.  There are 

differing views as to which index of model fit—either Δχ
2
 or ΔCFI—is most important 

for demonstrating invariance (French & Finch, 2006; Little et al., 2007; Steenkamp & 

Baumgartner, 1998).  The χ
2
 difference test indicates whether two nested invariance 

models produce exactly the same fit, and therefore may be overly stringent (similar to the 

χ
2
 test in model fitting) for assessing invariance.  However, change in CFI may lack the 

power to indicate non-invariance in truly non-invariant models (French & Finch, 2006).  

Therefore, both Δχ
2
 (as a test of statistical significance) and ΔCFI (as a test of practical 
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significance) were used to evaluate the fit of invariance models, along with correlation 

residuals.   

Fitting Data from Time Points Separately 

Prior to testing configural invariance, the EVaCS data were fit to T1 and T2 

separately.  Factor variances were set equal to 1 and factor means equal to zero by default 

in LISREL.  Fit indices are displayed in Table 7.  The three-factor model fit well at each 

time point according to SRMR values of .04 and CFI values of .97; RMSEA (.07) was 

near the recommended cutoff.  The correlation between the Expectancy and Value latent 

factors was .61 at T1 and .66 at T2.  Both factors had negative correlations with Cost 

(Expectancy: -.55 at T1, -.47 at T2; Value: -.39 at T1, -.40 at T2).  All items had factor 

loadings greater than .70 except item 8, which had a loading of .64 at T1; and item 12, 

which had a loading of .58 at T1 and .66 at T2.  Factor loadings tended to be higher at T2 

than at T1.  The latent factors accounted for a majority of the variance in most items at 

both time points (R
2
 = .51-.77), with the exception of item 8 (R

2
 = .41-.65) and item 12 

(R
2
 = .34-.43). 

Local misfit was assessed via correlation residuals (see Table D4).  Of the 91 

correlations that were reproduced by the three-factor model, 1 correlation (1%) had a 

large (> |.10|) residual at T1, and 4 residuals (4%) were large at T2.  None of the large 

residuals exceeded |.15|.  Because the model appeared to fit the data from both time 

points separately, it made sense to test configural invariance by fitting the model to T1 

and T2 data simultaneously. 
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Scaling the Latent Factors in the Invariance Models 

The latent factors were scaled by setting the loading for one item (the referent 

indicator) for each factor equal to 1 (Little et al., 2007); this was done for each time point 

(i.e., the configural, metric, and scalar models each had six fixed factor loadings).  Items 

3 (expectancy), 6 (value), and 15 (cost) were selected as referent indicators.  These items 

were selected because their factor loadings were high at both time points and were 

comparable in magnitude across time points.  It is important to note that this method for 

scaling the latent factors assumes that items 3, 6, and 15 are invariant across time, and 

that the value of estimated latent means depends on the particular items that are chosen to 

serve as referent indicators.  In other words, the values of the estimated latent means 

would change if a different set of referent indicators were used.  However, overall model 

fit would not change if a different set of referent indicators were used, or if a different 

method were used to scale the latent factors (e.g., fixing variances to 1). 

Configural Invariance 

The configural model fit well according to RMSEA (.05), SRMR (.04), and CFI 

(.98).  Factor correlations, loadings, and item R
2
 values were essentially the same in the 

configural model as they were when separate models were fit to the time points.  The 

model had six correlation residuals greater than |.10|, representing less than 2 percent of 

the 378 correlation residuals that were reproduced by the model.  Note that in the 

invariance models, the reproduced covariance matrix includes items from both T1 and T2 

and is therefore larger (28×28) than the covariance matrices from Study 1 (15×15 and 

14×14).  The largest residual was |.16|.  The configural model provided good global and 
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local fit to the longitudinal EVaCS data, and therefore served as the baseline model for 

testing metric invariance. 

Metric Invariance 

Unstandardized pattern coefficients were constrained to be equal across time in 

the metric model.  In addition, intercepts of the six referent indicators (items 3, 6, and 15 

at T1 and T2) were set to zero.  This model fit well according to global fit indices 

(RMSEA, .05; SRMR, .04; and CFI, .98).  The model had six correlation residuals 

greater than |.10|, representing less than 2 percent of the 378 correlation residuals that 

were reproduced by the model.  The largest residual was |.15|.  The χ
2
 difference test 

between the metric and configural models was statistically significant (Δχ
2
 (11) = 33.06, 

p < .001), indicating that the metric model fit significantly worse than the configural 

model.  However, because ΔCFI was less than .01 (CFI = .977 in each model), and the 

metric model continued to produce good global and local fit, it was concluded that the 

EVaCS sufficiently demonstrated metric invariance.  That is, although the metric model 

fit statistically significantly worse than the configural model, for practical purposes, the 

metric model’s fit was not substantially worse (see Zilberberg, 2013). 

Scalar Invariance 

To test for scalar invariance, item intercepts (as well as pattern coefficients, 

constrained in the metric model) were constrained to be equal across time.  This model fit 

well according to SRMR (.04), and CFI (.97); RMSEA (.06) was near but did not reach 

the cutoff.  The scalar model had five correlation residuals greater than |.10|, representing 

less than 2 percent of the 378 correlation residuals that were reproduced by the model.  

The largest residual was |.15|.  The χ
2
 difference test between the metric and configural 
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models was statistically significant (Δχ
2
 (11) = 310.38, p < .001).  However, because the 

change in CFI was less than .01 (ΔCFI = .006), and the metric model continued to 

produce good global and local fit, it was concluded the EVaCS sufficiently demonstrated 

scalar invariance.  Again, the scalar model fit statistically, but not practically, worse than 

the metric model. 

With scalar invariance established, it made sense to compare observed item means 

and reproduced (or model-implied) item means.  Mean residuals in the scalar model, 

which are the differences between observed and reproduced item means, were generally 

small, with an average absolute value of .03.  The largest mean residual was |.15| which, 

on an 8-point response scale, is not substantial. 

Parameter and reliability estimates (omega, ω) for the scalar invariant model are 

shown in Table 8.  Across both time points, reliability estimates for the factors were all 

.79 or higher. 

Latent Mean Differences 

Latent mean differences were interpreted through statistical significance tests and 

standardized latent effect sizes (Table 9).  There were no significant differences found for 

Expectancy (Δχ
2
 = .08 (1), p = .78) or Value (Δχ

2
 = .82 (1), p = .37).  A statistically 

significant increase was observed for Cost (Δχ
2
 = 3.85 (1), p < .05), which had a latent 

Cohen’s d of .46, representing a medium-sized effect; the latent mean of Cost at T2 is .46 

pooled standard deviation units higher than the latent mean of Cost at T1.
12

  For the 

statistically non-significant latent mean differences, Cohen’s ds were -.06 (for 

                                                 
12

 Latent Cohen’s d calculated as:                      
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Expectancy) and -.19 (for Value).  The effect size for Value indicates a small effect; the 

latent mean of Value at T2 is .19 pooled standard deviation units lower than the latent 

mean of Value at T1, although this difference is not statistically significant.  As shown in 

Table 9, the statistical significance of and effect sizes for the latent mean differences 

were similar to those for observed mean differences.
13

  This can be attributed to the high 

internal consistency of the EVaCS scales: Expectancy, ωT1 = .87, ωT2 = .90; Value, ωT1 = 

.89, ωT2 = .94; and Cost, ωT1 = .79, ωT2 = .84.  The scales’ high reliability estimates 

indicate that a large proportion of the variance in observed scores is due to true 

differences rather than measurement error.  Therefore, statistics and effect sizes 

computed from observed scores will be similar to those computed using latent, “error-

free” scores. 

Latent Mean Stability 

The bivariate correlation between a latent factor at two time points—or the 

stability coefficient—represents how much students changed in their rank-ordering on the 

latent trait from T1 to T2.  These latent correlations are displayed in Table 10 along with 

the observed correlations.  The stability coefficient was highest for Cost (.47), followed 

by Expectancy (.35) and Value (.31).  The size of these coefficients indicate that 

students’ rank-ordering on Cost changed moderately—or, remained moderately the 

same—but rank-ordering fluctuated considerably for Expectancy and Value.  Bashkov & 

Finney (in press) describe how when there is no (or very low) rank-order consistency in 

scores, there will be no mean-level change because some respondents increased over time 

                                                 
13

 Observed Cohen’s d calculated as: 
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while others decreased.  Interpreting the latent mean difference and stability results from 

the present study together, it appears that expectancy and value for coursework did not 

differ significantly over time at the mean level, likely due to fluctuations in rank-

ordering: Some students increased in the traits while other students decreased in the traits, 

and these changes essentially cancelled each other out so that there were minimal, non-

significant mean differences.  However, cost for coursework increased significantly over 

time, and this increase was moderately uniform across students.  This means that students 

overall tended to increase from T1 to T2 in their perceived cost for coursework, and this 

increase was somewhat consistent for all students, although considerable fluctuation did 

occur.  Variability in the magnitude and direction of individual change over time can be 

illustrated by plotting individuals’ factor scores (on the y-axis) at two or more time points 

(on the x-axis).  Figures 13-15 show the change trajectories for a random sample of 91 

students (10% of the matched sample) and show the origins of low stability coefficients 

and statistically non-significant differences for Expectancy and Value in particular.  

Table 11 displays individual-level change for the entire matched sample (N = 912).  

Change was calculated using observed scores by subtracting the total scale score at time 

point 1 from the total scale score at time point 2.  Any negative differences (< 0) are 

considered decreases, and any positive differences (> 0) are considered increases.  A 

difference of zero from T1 to T2 indicates no change.  As shown in Table 11, nearly as 

many students increased (41%) in Expectancy as decreased (41%).  More students 

decreased (51%) in Value than increased (42%).  More students increased (59%) in Cost 

than decreased (31%). 
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Conclusion 

By using CFA to test a series of a priori models across independent student 

samples, the correlated three-factor model was found to demonstrate the best fit to the 

EVaCS data (research question 1).  The model provided good fit in a matched sample 

across two time points, and configural, metric, and scalar invariance were established for 

the EVaCS (research question 2).  Because the EVaCS demonstrated scalar invariance, 

latent mean differences were examined for incoming and mid-career students.  A 

statistically and practically significant increase in latent means over time was found for 

Cost (d = .46), whereas the decreases in Expectancy and Value were not statistically 

significant (research question 3).  Factor stability coefficients indicated considerable 

variability in students’ rank-ordering, pointing to the fact that some students increased 

while others decreased on the latent factors over time.



CHAPTER 5. 

DISCUSSION 

The purpose of this research was to assess whether the EVaCS is suitable for 

measuring students’ motivation at various time points across the academic career.  This 

was accomplished by examining the scale’s psychometric structure and longitudinal 

invariance in two studies.  Study 1 used confirmatory factor analysis to look at the model-

data fit of the EVaCS.  Study 2 assessed longitudinal invariance and latent mean 

differences to determine whether the EVaCS functioned similarly in incoming and mid-

career student samples, and if so, whether there was a difference in motivation for 

coursework over time.  This research addressed three primary research questions, each of 

which is discussed below.  In the following sections, implications, limitations, and 

directions for future research are discussed. 

Research Question 1:  

Does the hypothesized three-factor model fit the EVaCS data better than the 

alternative models tested? 

Study 1 tested which of the four a priori models provided the best, parsimonious 

fit to the EVaCS data.  Both the bifactor and correlated three-factor models provided 

adequate global fit.  In the bifactor model, the cost items’ loadings were higher on the 

specific factor (Cost) than on the general factor (Value).  Thus, the specific factor 

accounted for more of the variance in the cost items than did the general factor, which 

calls into question whether cost is best treated as a value subtype (Wigfield & Eccles, 

2000) or if instead it should be treated as a distinct factor (Barron & Hulleman, 2010).  

Compared to the bifactor model, the three-factor model had fewer sizable correlation 
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residuals and a more favorable AIC value, and it was consistent with the scale 

developers’ intended model.  It also had an advantage over the bifactor model of 

producing a more meaningful, scorable solution—i.e., it is possible to compute distinct 

means for Expectancy, Value, and Cost.  As a result of the analyses, 2 of the original 16 

EVaCS items were dropped from the scale (items 11 and 13), resulting in a 14-item scale.  

The three-factor model with 14 items (4 Expectancy, 6 Value, and 4 Cost) was used for 

invariance testing in Study 2. 

Research Question 2:  

Does the EVaCS exhibit longitudinal measurement invariance for incoming and 

mid-career students? 

Longitudinal measurement invariance was established in Study 2 by testing a 

series of configural, metric, and scalar invariance models.  Adequate fit was found for the 

configural model, suggesting that incoming and mid-career students had similar 

conceptualizations of the EVaCS.  The metric model also produced good fit (ΔCFI < 

.01), indicating that items had equivalent saliency to their respective latent factors at each 

time point.  The fit of the scalar model was not found to be substantially worse than that 

of the metric model (ΔCFI < .01).  Thus, scalar invariance was established, meaning that 

students with the same level of a latent trait over time will have equal observed means 

over time.  As a result, any change in observed means is therefore due to true change in 

the level of latent traits. 

 

 

 



79 

 

Research Question 3: 

Do the latent means of motivation for coursework differ for incoming and mid-

career students? 

A statistically and practically significant difference was found for the latent mean 

of Cost, which overall increased from time point 1 to time point 2 (d = .46).  

Furthermore, most students (59%) increased in Cost over time.  Slight decreases in latent 

means were found for Expectancy (d = -.06) and Value (d = -.19) overall; however, 

neither were statistically significant.  Individual-level change analyses (Table 11 and 

Figures 13 and 14) indicated that many students increased in expectancy and value while 

many others decreased.   

  Implications for Measuring Motivation with the EVaCS 

By establishing the EVaCS’ psychometric structure and longitudinal measurement 

invariance in multiple undergraduate student samples, this research has provided strong 

support for the EVaCS’ use in measuring students’ motivation for coursework in a 

semester.  Recall that the EVaCS measures expectancy, value, and cost at a general level 

for semester coursework.  Because it measures these general constructs, the EVaCS has 

the advantage of being a relatively short, easily scored instrument, which may promote its 

adoption by educators and researchers who are only interested in measuring these 

constructs at a general level.  However, for studies that emphasize a particular subtype of 

a construct—e.g., utility value—a general measure like the EVaCS may be inadequate.  

In the present research, many of the hypotheses about how motivation may change across 

the academic career referred to students’ perceived utility value for coursework.  It is 

possible that latent mean differences would have been observed if a measure of utility 
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value had been administered as opposed to the EVaCS’ general value subscale.  It is 

important for researchers and practitioners to evaluate whether a general measure of 

expectancy, value, and cost will be sufficient for their purposes, or whether a more 

nuanced measure of these constructs is needed. 

Although the scale is currently usable for many purposes, additional work can be 

done to improve the EVaCS psychometrically.  For example, items 11 and 13, deemed 

problematic in Study 1, should be removed, revised, and/or replaced to ensure that the 

breadth of the cost construct is covered.  Item 13 (“I think there will be other things I’d 

rather do with my time than just focusing on my classes”) was excluded from analyses at 

the outset due to its negative effect on scale reliability.  It is questionable whether this 

item is indicative of cost at all: Simply wanting to do other things besides focusing on 

classes does not imply cost if those other activities will not interfere with one’s ability to 

do schoolwork.  Item 11 was removed from the models after it was found to be associated 

with large correlation residuals and only moderate factor loadings in Samples 1 and 2.  

This item (“I think my classes will require too much time for me to do well”) is an 

example of time/effort-related cost.  With its removal from the EVaCS, only one 

time/effort-related cost item remained (item 14), along with three items about other 

activities that may interfere with being successful in classes (items 12, 15, and 16).  Some 

minor local misfit between item 14 and the expectancy items at time point 2 persisted 

through the invariance models, possibly due to the fact that item 14’s content was 

different than the other cost items’ content.  Therefore, even if the breadth of the cost 

construct is adequately covered by items 12, 14, 15, and 16, their differential content may 

still contribute to poor fit for the Cost factor.  The EVaCS does not appear to cover the 
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full breadth of cost, though, because none of the original 16 items made reference to 

psychological aspects (e.g., stress, anxiety) that are theorized to impact perceived cost.  

More cost items may need to be piloted to determine which are best able to represent the 

breadth of cost in a general sense for the EVaCS. 

The positioning of cost items on the EVaCS should be carefully considered as 

well.  It is interesting that the three most problematic items in Study 1 in terms of 

corresponding to the hypothesized factor structure were the first three cost items (11-13).  

Because the cost items are framed in such a way that a highly motivated student would 

likely select a low response—unlike high responses to the expectancy and value items—it 

is possible that their appearance all together at the end of the scale requires additional 

cognitive effort to process (see Appendix A).  If students do not immediately shift their 

orientation to the items, their responses to the early cost items may be more prone to error 

than later item responses.  To explore this idea, the EVaCS could be administered to a 

sample of students with the cost items either reordered at the end of the scale or 

appearing in amongst the expectancy and value items.  It is possible that items 11, 12, 

and 13 may fit the three-factor model better when repositioned on the scale. 

Implications for Motivation Theory 

Although it was not intended as the primary purpose of this research, a major 

aspect of Study 1 was investigating the appropriate placement of cost in the expectancy-

value framework.  Results from both the bifactor and three-factor models supported the 

idea that cost items were distinct enough from the EVaCS value items to warrant 

positioning Cost as a separate construct in a CFA model.  By separating cost from value, 

it was possible to obtain a factor correlation between Expectancy and Cost.  The 
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relationship between expectancy and cost is interesting, particularly in how it differs from 

the relationship between expectancy and value.  Attainment, intrinsic, and utility value—

which theoretically comprise the general value factor—seem to bear a moderately strong 

positive relationship with expectancy either because people value what they expect to be 

successful at, or they expect to be successful at the activities they value.  The story is 

different with expectancy and cost, which have a moderately negative relationship.  

Students with high expectancies may require less effort to be successful at a task, so the 

effort expended is not high enough to be perceived as a cost.  Conversely, students with 

low expectancies may perceive greater cost (i.e., require more effort) in order to be 

successful.  Therefore, when cost items are oriented toward expending effort, it makes 

sense that there will be a negative relationship between expectancy and cost.  Only one 

item in the final 14-item EVaCS asked specifically about effort—item 14, “I don’t think I 

can invest the time and effort that is needed to do well in my classes.”  This was the item 

primarily associated with local misfit in many of the invariance models due to its large 

correlation residuals with expectancy items at the second time point.  The reason for this 

may have been that, as the lone effort-related item on the cost scale, item 14 was less 

“like” the other non-effort-related cost items and therefore was less represented by Cost 

factor (as indicated by the lower item R
2
 values).  This point is important to consider 

because the relative (im)balance of effort- and non-effort-related cost items can have 

implications for how cost empirically relates to expectancy and value—e.g., whether it is 

best treated as a value subtype or independent factor.  In addition to the theoretical 

implications of using effort-related cost items, it is important to note that items with 
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affective content (e.g., stress, fear of failure) were not included on the EVaCS, and their 

representation on a scale may also influence empirical relationships among constructs. 

Limitations of the Studies 

The premise of this research was that students’ motivation—in particular, their 

value—may change over time as students take different courses each semester.  Students 

take primarily general education courses early in their academic careers and primarily 

major courses later on.  However, the two time points investigated in Study 2 were (1) 

college entry and (2) midway through the second semester of the second year of college.  

One limitation of this study is that it is unclear to what extent the composition of 

coursework (in terms of general education vs. in-major) differs for these two time points.  

It is likely that, because both measurement occasions occurred in the first two years of 

college, students were taking several general education courses at both of these time 

points.  Therefore, the composition of coursework may not have been different enough to 

produce mean-level changes in value.  In addition, students may have changed in other 

(unmeasured) variables at these two time points, such as their major or career 

decidedness, which influenced their motivation for coursework.  Additional variables 

should be studied to provide more context for why change in motivation for coursework 

does or does not occur (e.g., attitudes toward general education, reasons for attending 

college).  Such studies could contribute external validity evidence for the EVaCS if the 

variables under investigation relate to EVaCS scores in theoretically predicted ways. 

Only two time points were looked at in this study, and it is unclear whether mean-

level motivation for coursework may change in a linear as opposed to a nonlinear fashion 

if measured at additional time points.  That is, students on average may not have changed 
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significantly in value from college entry to midway through their fourth semester, but 

value for coursework may increase later in the academic career.  In other words, an 

absence of change in motivation across the two time points examined may represent 

temporary rather than continual stability in mean-level motivation.  Because at least three 

time points are needed to model growth trends over time, more time points should be 

investigated to better understand if and how motivation for coursework changes across 

the academic career.  In addition, the invariance of the EVaCS should be examined across 

later time points.   

Another limitation concerns the timing of the first data collection time point, 

which occurred a few days prior to students’ first week of college courses.  It is possible 

that, having not yet experienced college coursework firsthand, students were somewhat 

naïve in their self-reports of expectancy, value, and cost in the higher education context.  

Thus, it is not clear to what extent the levels of motivation reported by students prior to 

the start of classes may have been over- or understated due to lack of experience in the 

postsecondary academic environment.  It is important to recognize that comparisons 

between motivation at college entry and midway through college may be impacted by 

postsecondary inexperience in a way that other cross-time comparisons (e.g., junior to 

senior year) are not.  The potential impact of postsecondary inexperience on incoming 

students’ reported motivation for coursework could be examined by administering the 

EVaCS to a sample of students immediately prior to their first semester of college and 

again a few weeks into their first semester.  If there are substantial differences in 

incoming students’ motivation over a short duration of time, and if similar differences are 
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not observed over short durations later in the academic career, this would suggest that 

incoming students’ responses are somewhat influenced by postsecondary inexperience.   

Finally, unlike the CFAs in Study 1 that were cross-validated on independent 

samples, the fit of the invariance models in Study 2 were not cross-validated.  Therefore, 

the EVaCS’ measurement invariance needs to be replicated in another longitudinal 

sample.  The generalizability of the findings presented here would be strengthened if they 

were replicated at other higher education institutions with different characteristics and 

student demographics. 

Future Research on Motivation for Coursework 

As was emphasized in Chapter 1, the rationale for undertaking this research 

stemmed from the basic idea that motivation for coursework depends on the particular  

courses students are taking in a semester, and because courses change each semester, so 

too should students’ motivation.  Hypotheses were offered as to why or why not changes 

in value might be observed due to such things as the shift in emphasis from general 

education to major coursework; students’ major and career decidedness; their interest in 

acquiring a broad, general education, and their attitudes toward general education.  The 

current research found no statistically significant mean difference over time in students’ 

value for coursework.  However, stability coefficients and an examination of change at 

the individual-level revealed that change in value at the mean level was impacted by 

individual differences: Some students’ increases were counteracted by other students’ 

decreases, which contributed to no mean difference in value.  The same was true for 

students’ expectancy for their coursework, which did not differ significantly over time at 
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the mean-level and, like value, had many students’ increases matched by other students’ 

decreases. 

Thus, the question remains as to why some students were increasing whereas 

others were decreasing in expectancy and value over time.  The reasons for these 

different patterns of change were not explored in the present research, but there are a 

number of possible explanations that could be explored in the future.  For example, 

increases in expectancy may have been observed for students who performed well in 

courses their first few semesters and therefore developed higher expectations for success 

than they had as incoming freshmen.  Decreases in expectancy may have been observed 

for students whose courseloads were perceived as less difficult at college entry than 

midway through the second year of college.  Increases in value might have occurred for 

students who had begun taking courses in their major midway through the second year of 

college but were not taking major coursework in their first semester of college.  

Decreases in value might have occurred among students who were taking a high 

proportion of general education courses at both time points, but who had developed more 

negative attitudes toward general education during their time at the university, perhaps 

owing to ineffective instruction.  That is, some incoming freshmen may have favorable 

attitudes toward general education until they take these courses or interact with others 

who have negative attitudes. 

This research found a statistically significant latent mean increase in cost; 

however, understanding the reasons behind the mean-level change in cost requires 

additional research.  For instance, the general trend toward higher perceived cost may be 

due to students’ increased involvement in extracurricular activities (e.g., employment, 
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student organizations, socializing) as they proceed through college.  In other words, mid-

career students may experience more competing demands for their time than incoming 

freshmen do.  Another possible explanation is that for some students, the increase in 

perceived cost involved wanting to focus on coursework in the major rather than 

fulfilling general education requirements.  Several of the scholarly writings and student 

anecdotes presented in Chapters 1 and 2 highlighted the opinion that general education 

courses take time away from major coursework.  Thus, there is cost associated with 

general education coursework because students perceive that they are “missing out” on 

other, more appealing academic opportunities.  If this were the case, and if students’ 

vocational focus increases over time, it may follow that their perceived cost increases 

across semesters in which they are taking several general education courses. 

These are merely hypothetical explanations intended to highlight the different 

patterns of change in expectancy, value, and cost for individual students.  Their 

legitimacy would need to be substantiated through further research.  Based on findings 

from the present research, the EVaCS can be used with confidence to pursue questions of 

why motivation for coursework does or does not change over time.  Because the EVaCS 

demonstrated a theoretically-supported structure and longitudinal invariance across two 

time points, scale scores can be the dependent variables in studies aimed at understanding 

not only what variables contributes to motivation at a single time point but also what 

contributes to change in motivation over time.  For instance, scores from the cost scale 

could be correlated with the proportion of general education credits that students take in a 

semester.  Another question to explore is whether students who enter college with 

undecided majors differ more in their value for coursework over time than students with 
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decided majors.  As previously discussed, undecided students may highly value early 

general education coursework which enables them to explore the curriculum, and value 

the major coursework they take later in their academic careers.  Consequently, their 

motivation for coursework in a semester may not change as much as decided students 

who may value general education coursework far less than their major coursework. 

Although the EVaCS has demonstrated several positive qualities, in order to best 

address some of the ideas introduced by this research—e.g., students’ perceived utility 

value for general education in terms of their future careers—a different or modified 

measure is needed.  Greater emphasis would need to be placed on utility value because 

currently the EVaCS contains only one utility value item (item 7, “I think my classes will 

be useful”).  A deeper understanding of how utility value contributes to students’ 

motivation for general education could be key for designing and implementing 

interventions aimed at increasing their utility value for this coursework—which, for some 

students, is minimal.  In addition, the EVaCS items and instructions would need to be 

modified so that they are more specific to general education.  The focus of a modified 

scale could be the general education curriculum broadly, or specific general education 

course(s).  For example, the instructions might begin with, “For this survey we are 

interested in your attitudes regarding general education coursework,” with an item like “I 

think my general education classes will be useful.”  Grays et al.’s (2012) research on 

students’ motivation for general education, while relevant and informative, was limited 

by the fact that their motivation instrument lacked construct breadth.  Although there are 

advantages to using short instruments, particularly in terms of administration, such 

research can be enhanced by using an instrument such as the EVaCS (with modifications) 



89 

 

to more comprehensively assess motivation for different components of the general 

education curriculum.  Other measures (e.g., attitudes toward general education, reasons 

for attending college, and career decidedness) would also be needed in order to fully 

examine students’ motivation for coursework (i.e., Benson’s (1998) external stage). 

Assessing Students’ Motivation in Higher Education 

Writing specifically about general education, Johnston et al. (1991) noted how 

“little has been done to identify and understand student perceptions regarding general 

education, much less reshape and harness them on its behalf” (p. 182).  One step toward 

understanding and reshaping student motivation—not only for general education, but all 

postsecondary coursework—is the establishment of an instrument that can yield valid 

inferences about student motivation.  Because of its theoretically- and psychometrically-

supported structure, the EVaCS can be administered as a short, reliable measure of 

motivation for semester coursework by higher education institutions wishing to better 

understand students’ expectancy, value, and cost.  Data obtained through the EVaCS may 

prompt the creation of more refined measures to fit specific purposes (e.g., measuring 

motivation for a particular course or area of the general education curriculum) or more 

focused research on the factors that contribute to students’ motivation for their courses.  

If adapted for use in a specific course, the EVaCS may be useful in identifying students’ 

motivational barriers to achieving the intended learning outcomes.  For instance, students 

may not expect to be successful in a course that is known for tough grading and time-

intensive assignments, or they may be bored by a course whose content seems too far 

removed from their everyday lives.  The EVaCS may also identify educational policies 
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and practices that are effective in motivating students, such as activities to enhance utility 

value in general education courses. 

While research on student motivation and the factors that influence it can make 

meaningful contributions to educational research, theory, and practice, it is vital for such 

research to ultimately make connections to student learning outcomes.  With an intense 

emphasis on effectiveness and accountability at all levels of education, academic 

institutions cannot ignore the powerful role that motivation plays in students’ success.  

There are abundant theoretical arguments and empirical evidence which make clear that 

motivation positively impacts student learning.  If institutions are to work to intentionally 

impact student motivation in order to produce improved learning outcomes, they must 

understand their students’ motivation.  In order for institutions to understand their 

students’ motivation, they must measure it.  The present research supports the use of the 

EVaCS as a general measure of motivation for college coursework.  It is hoped that the 

EVaCS will be adopted and administered by institutions to provide a more 

comprehensive picture of how motivation impacts learning outcomes, and how 

motivation can be “harnessed” to promote students’ achievement of learning outcomes. 

Conclusion 

This research established a theoretically and psychometrically-supported scale for 

measuring and assessing mean differences over time in college students’ motivation for 

semester coursework—the Expectancy, Value, and Cost Scale (EVaCS).  Additional 

studies may be conducted to further improve the scale and to better understand what 

contributes to motivation for coursework at a single time point or across multiple time 

points.  Ultimately, it is hoped that the EVaCS will prove useful in identifying and 
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addressing students’ motivational challenges so that intended learning outcomes will be 

successfully achieved. 
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Appendix A 

Expectancy, Value, and Cost Scale (EVaCS) 

 

For this survey we are interested in your general, overall attitudes regarding all of the 

classes you have this semester.  Please read each item and choose the response choice, 

using the 1 to 8 scale below, that best represents your feelings about how true each item 

is.  If you Completely Disagree with the statement, mark a 1.  If you Completely Agree 

with the statement, mark an 8.  Or mark any number in between.  There are no right or 

wrong answers.  Just answer as honestly as possible. 

 

 

1 2 3 4 5 6 7 8 

Completely 

disagree 

Strongly 

disagree 

Disagree Slightly 

disagree 

Slightly 

agree 

Agree Strongly 

agree 

Completely 

agree 

 

 

Expectancy items 

1. I expect to do well in my classes. 

2. I am confident that I can learn the material in my classes. 

3. I am confident I will be successful in my classes. 

4. I know I can understand the material in my classes. 

 

Value items 

5. I value the classes I am taking this semester. 

6. I think my classes will be worthwhile. 

7. I think my classes will be useful. 

8. I think my classes will be interesting. 

9. I see a purpose for taking my classes this semester. 

10. I see why my classes are important to take.  

 

Cost items 

11. I think my classes will require too much time for me to do well. 

12. Because of the other things that I want to do in college, I don’t think I’ll have as 

much time to put into my classes as I’d like. 

13. I think there will be other things I’d rather do with my time than just focusing on my 

classes. 

14. I don’t think I can invest the time and effort that is needed to do well in my classes. 

15. Doing well in my classes may not be worth all the things I have to give up. 

16. Because of other things I’m interested in, I’m not sure I want to sacrifice what will 

be needed to do well in my classes. 

 

Order of administration: 5, 1, 6, 2, 7, 3, 8, 9, 4, 10, 11, 12, 13, 14, 15, 16 
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Appendix B 

 

Study 1 Item Correlations and Descriptive Statistics 



94 

 

Table B1 

 

Item Correlations and Descriptive Statistics for Sample 1, N = 921 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 

1 1.               

2 .59 1.              

3 .69 .68 1.             

4 .52 .73 .65 1.            

5 .34 .37 .35 .36 1.           

6 .43 .46 .44 .41 .70 1.          

7 .34 .43 .40 .43 .64 .75 1.         

8 .34 .41 .44 .46 .52 .61 .62 1.        

9 .34 .41 .42 .45 .65 .68 .71 .59 1.       

10 .31 .38 .39 .43 .59 .65 .68 .57 .74 1.      

11 -.27 -.33 -.31 -.29 -.12 -.20 -.18 -.19 -.22 -.16 1.     

12 -.28 -.26 -.29 -.24 -.18 -.21 -.22 -.19 -.22 -.19 .52 1.    

14 -.39 -.39 -.40 -.34 -.29 -.31 -.29 -.26 -.33 -.31 .49 .61 1.   

15 -.29 -.25 -.29 -.26 -.27 -.28 -.28 -.24 -.32 -.30 .34 .49 .63 1.  

16 -.30 -.23 -.26 -.25 -.28 -.25 -.25 -.22 -.28 -.28 .31 .50 .60 .70 1. 

                

SD 0.92 0.94 0.96 1.03 1.06 1.02 1.10 1.14 1.13 1.14 1.54 1.60 1.29 1.36 1.46 

Mean 6.76 6.66 6.54 6.45 6.74 6.56 6.55 6.33 6.56 6.49 3.61 3.71 2.71 2.61 2.86 

Skew -0.12 -0.25 -0.15 -0.09 -0.72 -0.43 -0.52 -0.52 -0.76 -0.67 0.73 0.47 0.74 0.84 0.84 

Kurt -0.85 -0.21 -0.38 -0.57 1.25 0.43 0.34 0.64 1.11 0.87 0.49 -0.14 0.89 0.62 0.81 
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Table B2 

 

Item Correlations and Descriptive Statistics for Sample 2, N = 923 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 

1 1.               

2 .64 1.              

3 .70 .72 1.             

4 .51 .70 .65 1.            

5 .39 .43 .39 .39 1.           

6 .47 .49 .50 .44 .70 1.          

7 .40 .46 .46 .40 .61 .76 1.         

8 .34 .42 .46 .45 .56 .61 .60 1.        

9 .38 .47 .46 .46 .64 .68 .71 .61 1.       

10 .35 .44 .43 .46 .56 .65 .67 .53 .75 1.      

11 -.25 -.31 -.33 -.32 -.15 -.19 -.19 -.23 -.22 -.19 1.     

12 -.24 -.26 -.29 -.22 -.18 -.24 -.25 -.22 -.23 -.23 .51 1.    

14 -.39 -.42 -.43 -.41 -.27 -.31 -.30 -.27 -.33 -.31 .52 .54 1.   

15 -.32 -.32 -.33 -.27 -.30 -.31 -.32 -.29 -.34 -.32 .38 .52 .63 1.  

16 -.22 -.28 -.27 -.22 -.24 -.25 -.26 -.25 -.27 -.27 .36 .46 .55 .68 1. 

                

SD 0.94 0.96 1.01 1.06 1.02 1.04 1.11 1.14 1.10 1.15 1.42 1.61 1.26 1.32 1.46 

Mean 6.77 6.71 6.55 6.46 6.75 6.58 6.57 6.35 6.61 6.56 3.58 3.66 2.72 2.56 2.84 

Skew -0.22 -0.35 -0.15 -0.29 -0.62 -0.44 -0.42 -0.25 -0.55 -0.61 0.68 0.50 0.79 0.89 0.81 

Kurt -0.70 -0.23 -0.58 -0.14 0.74 0.14 -0.17 -0.40 0.28 0.47 0.73 -0.03 0.98 1.04 0.61 
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Table B3 

 

Item Correlations and Descriptive Statistics for Sample 3, N = 916 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 

1 1.               

2 .63 1.              

3 .72 .70 1.             

4 .58 .74 .69 1.            

5 .41 .43 .40 .45 1.           

6 .45 .46 .46 .43 .72 1.          

7 .41 .45 .45 .42 .67 .76 1.         

8 .41 .44 .48 .47 .61 .68 .63 1.        

9 .39 .45 .45 .48 .65 .71 .71 .66 1.       

10 .37 .42 .44 .47 .61 .65 .69 .61 .77 1.      

11 -.34 -.38 -.42 -.36 -.20 -.24 -.21 -.27 -.24 -.24 1.     

12 -.26 -.24 -.28 -.23 -.19 -.26 -.21 -.24 -.23 -.22 .53 1.    

14 -.35 -.39 -.44 -.37 -.27 -.31 -.29 -.30 -.32 -.32 .60 .62 1.   

15 -.31 -.30 -.33 -.26 -.28 -.33 -.29 -.28 -.32 -.29 .41 .50 .61 1.  

16 -.29 -.28 -.32 -.26 -.22 -.26 -.25 -.23 -.24 -.26 .44 .55 .62 .67 1. 

                

SD 0.94 0.98 1.03 1.08 1.05 1.08 1.11 1.19 1.20 1.18 1.40 1.67 1.35 1.43 1.49 

Mean 6.73 6.71 6.56 6.41 6.73 6.54 6.54 6.32 6.57 6.48 3.59 3.75 2.75 2.60 2.86 

Skew -0.38 -0.65 -0.40 -0.45 -0.61 -0.53 -0.56 -0.44 -0.76 -0.61 0.62 0.40 0.89 1.05 0.75 

Kurt 0.20 1.15 0.16 0.38 0.57 0.38 0.26 0.07 0.54 0.36 0.46 -0.36 1.23 1.36 0.29 
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Table B4 

 

Item Correlations and Descriptive Statistics for Sample 4, N = 922 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 

1 1.               

2 .60 1.              

3 .68 .71 1.             

4 .50 .66 .65 1.            

5 .40 .43 .44 .38 1.           

6 .45 .47 .48 .42 .72 1.          

7 .38 .49 .45 .38 .66 .73 1.         

8 .40 .45 .51 .46 .56 .62 .59 1.        

9 .38 .47 .45 .42 .66 .69 .72 .62 1.       

10 .37 .44 .44 .43 .64 .66 .70 .58 .79 1.      

11 -.25 -.33 -.34 -.34 -.18 -.19 -.17 -.19 -.18 -.19 1.     

12 -.26 -.24 -.30 -.25 -.20 -.20 -.19 -.22 -.18 -.19 .53 1.    

14 -.42 -.39 -.45 -.32 -.30 -.30 -.30 -.31 -.30 -.30 .47 .54 1.   

15 -.29 -.25 -.28 -.20 -.32 -.31 -.28 -.26 -.28 -.31 .30 .42 .49 1.  

16 -.31 -.25 -.29 -.22 -.30 -.29 -.26 -.26 -.26 -.31 .31 .47 .53 .63 1. 

                

SD 0.92 0.96 1.00 1.06 1.04 1.04 1.10 1.12 1.15 1.20 1.46 1.62 1.26 1.36 1.40 

Mean 6.73 6.65 6.49 6.42 6.73 6.59 6.57 6.32 6.58 6.51 3.66 3.81 2.78 2.64 2.86 

Skew -0.17 -0.24 -0.19 -0.24 -0.52 -0.45 -0.60 -0.37 -0.72 -0.62 0.80 0.46 0.69 0.99 0.65 

Kurt -0.62 -0.49 -0.39 -0.37 0.13 0.11 0.40 -0.10 0.99 0.32 0.76 -0.16 0.72 1.46 0.19 
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Appendix C 

 

Study 1 Correlation Residual Matrices 

 

Table C1 

 

Correlation Residuals for the 15-Item Bifactor Model 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 

1  -.01 .05 -.07 .01 .04 -.03 -.02 -.05 -.05 -.13 -.10 -.19 -.12 -.06 

2 -.02  -.02 .04 .00 .00 -.02 .01 -.01 -.01 -.17 -.10 -.20 -.09 -.10 

3 .08 -.02  -.01 -.05 .01 -.03 .05 -.02 -.03 -.18 -.12 -.20 -.11 -.08 

4 -.06 .05 -.02  .00 .01 -.03 .09 .03 .05 -.19 -.07 -.21 -.07 -.05 

5 -.01 -.03 -.05 -.03  .05 -.03 .03 .00 -.04 .05 .04 .03 .00 .00 

6 .05 .01 .00 -.01 .05  .04 .00 -.05 -.03 .03 .01 .02 .03 .03 

7 -.04 -.01 -.04 .00 -.01 .03  .00 -.01 -.01 .02 .00 .03 .01 .01 

8 .01 .04 .08 .10 -.03 .00 .01  .01 -.04 -.05 -.01 .01 .00 -.02 

9 -.03 -.03 -.02 .03 .01 -.04 -.01 -.01  .08 .00 .01 .00 .00 .00 

10 -.05 -.04 -.02 .02 -.02 -.03 -.01 .00 .07  .02 .00 .00 .00 -.01 

11 -.16 -.21 .01 -.17 .06 .00 .02 -.02 -.02 .03  .13 .08 -.08 -.07 

12 -.16 -.13 -.16 -.11 .02 .01 .01 .00 .00 .02 .14  .02 -.03 -.04 

14 -.22 -.19 -.21 -.15 .00 .02 .04 .01 -.01 .00 .05 .03  -.01 -.03 

15 -.13 -.07 -.10 -.08 .01 .02 .02 .01 -.02 -.01 -.08 -.06 -.02  .07 

16 -.15 -.06 -.09 -.09 -.03 .03 .03 .01 .00 -.01 -.10 -.04 -.03 .10  

 

Note. Sample 1 below the main diagonal, Sample 2 above the main diagonal. Residuals 

larger than |.10| are in boldface. 
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Table C2 

 

Correlation Residuals for the 15-Item Three-Factor Model 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 

1  -.01 .05 -.07 .01 .04 -.02 -.01 -.04 -.04 -.03 .02 -.07 .00 .07 

2 -.02  -.02 .04 .01 .01 -.02 .02 -.01 -.01 -.06 .04 -.06 .04 .05 

3 .07 -.02  -.01 -.04 .01 -.02 .06 -.02 -.02 -.07 .01 -.06 .03 .07 

4 -.07 .05 -.02  .01 .01 -.02 .09 .03 .06 -.09 .05 -.09 .05 .08 

5 -.01 -.02 -.04 -.02  .05 -.03 .03 .00 -.04 .05 .04 .01 -.02 .01 

6 .05 .02 .01 .00 .05  .04 .00 -.05 -.03 .03 .01 .00 .00 .04 

7 -.04 .00 -.03 .01 -.01 .03  -.01 -.01 -.01 .03 .01 .01 -.01 .02 

8 .02 .05 .08 .10 -.03 .00 .01  .01 -.04 -.05 -.01 -.01 -.03 -.01 

9 -.03 -.02 -.01 .04 .01 -.04 -.01 -.01  .08 .00 .02 -.02 -.03 .01 

10 -.05 -.04 -.02 .03 -.02 -.03 -.01 .00 .07  .02 .01 -.02 -.03 -.01 

11 -.07 -.10 -.08 -.07 .06 -.01 .02 -.03 -.02 .02  .13 .06 -.09 -.07 

12 -.02 .03 .00 .04 .05 .04 .04 .02 .03 .05 .13  .00 -.02 -.03 

14 -.09 -.04 -.05 -.01 -.02 .00 .02 .00 -.03 -.02 .03 .02  -.02 -.04 

15 -.01 .07 .03 .05 -.02 .00 .00 -.01 -.05 -.04 -.08 -.05 -.02  .09 

16 -.02 .08 .05 .05 -.04 .02 .02 .01 -.01 -.02 -.10 -.03 -.03 .12  

 

Note. Sample 1 below the main diagonal, Sample 2 above the main diagonal. Residuals 

larger than |.10| are in boldface. 
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Table C3 

 

Correlation Residuals for the 14-Item Bifactor Model 

 

Item 1 2 3 4 5 6 7 8 9 10 12 14 15 16 

1  -.02 .04 -.05 .01 .04 -.03 .05 -.04 -.04 -.14 -.23 -.11 -.14 

2 -.02  -.01 .04 .00 .01 .03 .06 -.01 -.02 -.11 -.18 -.05 -.06 

3 .06 -.02  .00 -.02 .00 -.03 .10 -.04 -.04 -.16 -.23 -.07 -.09 

4 -.05 .04 -.02  -.02 .00 -.04 .10 -.01 .01 -.13 -.13 -.02 -.04 

5 .01 .00 -.03 .03  .05 .00 -.01 -.02 -.02 .00 .00 -.03 -.02 

6 .02 -.01 -.02 -.03 .04  .03 .02 -.03 -.04 .01 .02 .00 .00 

7 -.01 -.02 -.02 -.03 .00 .03  -.02 .00 .00 .02 .02 .03 .03 

8 .03 .02 .05 .06 .01 .01 -.02  .00 -.02 -.04 -.03 .00 .00 

9 -.04 -.02 -.02 .03 -.02 -.02 -.01 .00  .07 .03 .03 .03 .04 

10 -.04 -.03 -.01 .04 -.03 -.05 .00 -.01 .08  .02 .02 -.01 -.02 

12 -.12 -.08 -.13 -.08 .03 -.02 .03 -.02 .01 .01  .11 -.05 -.03 

14 -.16 -.19 -.22 -.17 .03 .02 .03 -.01 .00 -.01 .06  -.03 -.03 

15 -.12 -.10 -.13 -.06 .02 -.01 .03 .01 -.01 .01 -.05 -.01  .04 

16 -.14 -.11 -.15 -.10 .02 .01 .01 .01 .02 -.01 -.02 -.02 .04  

 

Note. Sample 3 below the main diagonal, Sample 4 above the main diagonal. Residuals 

larger than |.10| are in boldface. 



101 

 

Table C4 

 

Correlation Residuals for the 14-Item Three-Factor Model 

 

Item 1 2 3 4 5 6 7 8 9 10 12 14 15 16 

1  -.02 .03 -.05 .01 .04 -.03 .05 -.04 -.04 -.02 -.14 -.01 -.01 

2 -.02  -.01 .04 .01 .01 .04 .06 .00 -.01 .02 -.08 .05 .07 

3 .05 -.02  .00 -.01 .01 -.03 .10 -.04 -.04 -.02 -.12 .05 .05 

4 -.05 .05 -.02  -.01 .01 -.03 .11 .00 .02 -.01 -.04 .08 .08 

5 .02 .01 -.03 .04  .05 .00 -.01 -.02 -.02 .03 -.03 -.06 -.02 

6 .03 .00 -.02 -.02 .04  .03 .02 -.03 -.04 .04 -.02 -.03 .01 

7 -.01 -.01 -.02 -.03 .00 .03  -.02 -.01 -.01 .05 -.02 .00 .03 

8 .03 .03 .05 .07 .01 .01 -.02  .00 -.02 -.01 -.06 -.02 .00 

9 -.03 -.01 -.02 .03 -.02 -.02 -.02 .00  .07 .07 -.01 .00 .04 

10 -.03 -.02 -.01 .05 -.03 -.05 .00 -.01 .08  .06 -.02 -.03 -.02 

12 .01 .05 .02 .05 .04 .00 .05 -.01 .03 .02  .08 -.04 -.02 

14 -.04 -.05 -.09 -.04 .01 -.01 .00 -.03 -.02 -.03 .05  -.05 -.04 

15 -.01 .02 .00 .06 -.02 -.04 -.01 -.03 -.04 -.02 -.05 -.02  .07 

16 .01 .05 .01 .06 .04 .03 .03 .03 .04 .01 -.01 -.03 .06  

 

Note. Sample 3 below the main diagonal, Sample 4 above the main diagonal. Residuals 

larger than |.10| are in boldface. 
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Appendix D 

Table D 

 

Study 2 Item Correlations and Descriptive Statistics 

 

Item 1T1 2T1 3T1 4T1 5T1 6T1 7T1 8T1 9T1 10T1 12T1 14T1 15T1 16T1 

1T1 1.              

2T1 .59 1.             

3T1 .71 .69 1.            

4T1 .45 .64 .61 1.           

5T1 .34 .37 .34 .33 1.          

6T1 .45 .45 .43 .37 .63 1.         

7T1 .36 .42 .41 .37 .59 .67 1.        

8T1 .30 .38 .39 .40 .46 .53 .49 1.       

9T1 .30 .37 .34 .41 .57 .60 .62 .50 1.      

10T1 .28 .38 .36 .43 .53 .56 .58 .50 .71 1.     

12T1 -.25 -.24 -.26 -.19 -.13 -.18 -.16 -.13 -.13 -.17 1.    

14T1 -.37 -.39 -.45 -.36 -.25 -.26 -.30 -.26 -.25 -.27 .48 1.   

15T1 -.26 -.34 -.32 -.29 -.21 -.20 -.22 -.18 -.23 -.26 .41 .54 1.  

16T1 -.28 -.28 -.30 -.24 -.17 -.18 -.20 -.13 -.19 -.22 .42 .49 .62 1. 

1T2 .28 .22 .26 .16 .15 .21 .15 .14 .15 .18 -.12 -.21 -.18 -.17 

2T2 .20 .28 .26 .27 .24 .24 .22 .15 .22 .23 -.11 -.24 -.20 -.16 

3T2 .23 .24 .29 .18 .17 .23 .18 .15 .20 .20 -.08 -.21 -.18 -.14 

4T2 .19 .27 .28 .27 .20 .23 .23 .18 .21 .20 -.11 -.24 -.21 -.18 

5T2 .15 .16 .15 .16 .24 .24 .21 .20 .21 .21 -.11 -.16 -.18 -.15 

6T2 .15 .16 .16 .17 .20 .24 .20 .18 .22 .22 -.13 -.15 -.14 -.11 

7T2 .11 .17 .14 .17 .19 .20 .21 .16 .20 .21 -.13 -.15 -.16 -.11 

8T2 .13 .16 .17 .17 .17 .22 .21 .23 .20 .22 -.14 -.17 -.18 -.14 

9T2 .10 .17 .13 .14 .16 .20 .20 .18 .19 .20 -.10 -.15 -.14 -.09 

10T2 .12 .18 .13 .20 .20 .24 .21 .20 .25 .27 -.13 -.17 -.17 -.11 

12T2 -.13 -.13 -.16 -.12 -.06 -.14 -.14 -.10 -.09 -.11 .33 .28 .24 .20 

14T2 -.20 -.22 -.25 -.14 -.14 -.19 -.18 -.12 -.15 -.15 .25 .35 .24 .24 

15T2 -.16 -.18 -.19 -.14 -.15 -.19 -.18 -.16 -.16 -.18 .21 .28 .31 .25 

16T2 -.18 -.21 -.22 -.16 -.12 -.18 -.20 -.13 -.15 -.19 .24 .31 .32 .32 

               

SD 0.90 0.93 0.97 0.98 1.01 0.94 0.99 0.98 1.04 1.08 1.46 1.08 1.16 1.32 

Mean 6.80 6.62 6.53 6.28 6.78 6.65 6.62 6.37 6.63 6.56 3.50 2.43 2.27 2.63 

Skew -0.18 -0.09 -0.10 0.01 -0.31 -0.13 -0.29 -0.07 -0.45 -0.36 0.46 0.56 0.79 0.74 

Kurt -0.83 -0.65 -0.63 -0.25 -0.57 -0.71 -0.31 -0.16 0.18 -0.20 0.14 0.29 0.51 0.41 
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Study 2 Item Correlations and Descriptive Statistics, continued 

 

Item 1T2 2T2 3T2 4T2 5T2 6T2 7T2 8T2 9T2 10T2 12T2 14T2 15T2 16T2 

1T2 1.              

2T2 .66 1.             

3T2 .75 .74 1.            

4T2 .61 .75 .70 1.           

5T2 .41 .48 .44 .44 1.          

6T2 .47 .52 .47 .47 .80 1.         

7T2 .41 .50 .44 .46 .72 .79 1.        

8T2 .43 .51 .49 .52 .67 .68 .68 1.       

9T2 .39 .51 .45 .50 .69 .73 .77 .72 1.      

10T2 .42 .53 .48 .55 .67 .72 .76 .69 .78 1.     

12T2 -.27 -.24 -.26 -.24 -.17 -.21 -.19 -.20 -.18 -.16 1.    

14T2 -.43 -.41 -.44 -.40 -.29 -.33 -.32 -.31 -.32 -.29 .56 1.   

15T2 -.29 -.29 -.30 -.31 -.26 -.28 -.30 -.27 -.29 -.28 .49 .56 1.  

16T2 -.30 -.28 -.29 -.32 -.28 -.28 -.29 -.27 -.28 -.26 .55 .61 .72 1. 

               

SD 0.97 0.96 0.99 0.99 1.12 1.10 1.13 1.18 1.14 1.17 1.59 1.21 1.36 1.28 

Mean 6.55 6.59 6.44 6.47 6.58 6.40 6.43 6.22 6.48 6.36 3.90 2.88 2.84 2.98 

Skew -0.42 -0.46 -0.38 -0.36 -0.96 -0.65 -0.74 -0.51 -0.71 -0.61 0.43 0.84 0.78 0.58 

Kurt 0.64 0.45 0.46 0.32 1.75 0.82 1.09 0.49 0.75 0.38 -0.25 1.58 0.90 0.41 

 

Note. N = 912.
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Appendix E 

 

Study 2 Correlation Residual Matrices 

 

Table E1 

 

Correlation Residuals for the 14-Item Three-Factor Model 

 

Item 1 2 3 4 5 6 7 8 9 10 12 14 15 16 

1  -.03 .06 -.04 -.02 .02 -.04 .01 -.06 -.02 -.03 -.15 .01 .02 

2 -.03  -.01 .03 .01 .02 .00 .05 .02 .04 .03 -.11 .04 .07 

3 .05 -.02  -.02 -.04 -.03 -.06 .04 -.05 -.01 .01 -.14 .03 .06 

4 -.09 .06 -.01  -.01 .00 -.01 .09 .03 .08 .02 -.11 .01 .02 

5 .00 .01 -.05 .01  .07 -.01 .00 -.03 -.04 .05 -.04 .01 .01 

6 .08 .06 .01 .02 .04  .01 -.02 -.03 -.03 .02 -.07 .01 .02 

7 -.01 .03 -.01 .03 .01 .04  -.02 .01 .01 .04 -.05 -.01 .01 

8 .01 .06 .05 .12 -.01 .01 -.02  .02 .01 .02 -.06 -.01 .01 

9 -.07 -.02 -.09 .06 -.01 -.04 -.01 -.01  .04 .05 -.06 -.01 .02 

10 -.07 .00 -.04 .10 -.03 -.06 -.03 .01 .10  .06 -.04 -.01 .03 

12 -.01 .01 .02 .04 .03 .00 .02 .01 .05 .00  .07 -.04 -.01 

14 -.07 -.07 -.10 -.07 -.04 -.04 -.07 -.08 -.02 -.05 .06  -.03 -.03 

15 .06 .00 .04 .00 .00 .03 .02 .01 .01 -.04 -.04 -.03  .04 

16 .02 .05 .05 .04 .04 .05 .03 .05 .03 .00 .00 -.05 .06  

 

Note. Time point 1 below the main diagonal, time point 2 above the main diagonal.  

Residuals larger than |.10| are in boldface.
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Table E2 

 

Correlation Residuals for the Configural Invariance Model 

 

Item 1T1 2T1 3T1 4T1 5T1 6T1 7T1 8T1 9T1 10T1 12T1 14T1 15T1 16T1 

1T1               

2T1 -.02              

3T1 .06 -.02             

4T1 -.09 .06 -.01            

5T1 .01 .01 -.05 .01           

6T1 .08 .05 .01 .02 .05          

7T1 -.01 .03 -.01 .03 .01 .04         

8T1 .01 .06 .05 .12 -.01 .01 -.02        

9T1 -.07 -.02 -.09 .06 -.01 -.04 -.01 -.01       

10T1 -.07 .00 -.04 .10 -.03 -.05 -.03 .01 .11      

12T1 -.01 .01 .02 .04 .03 .00 .02 .01 .05 .00     

14T1 -.07 -.07 -.10 -.07 -.04 -.04 -.07 -.08 -.02 -.05 .06    

15T1 .06 .00 .04 .01 .00 .03 .02 .01 .01 -.04 -.04 -.03   

16T1 .02 .05 .05 .04 .04 .05 .03 .05 .03 -.01 .00 -.04 .06  

1T2 -.02 -.01 .02 -.03 -.03 .01 -.04 -.02 -.05 .00 .01 -.04 .00 -.01 

2T2 -.03 .02 .00 .05 .05 .02 .01 -.02 .00 .03 .04 -.05 .00 .03 

3T2 .00 -.01 -.02 -.04 -.03 .01 -.03 -.02 -.02 .00 .06 -.03 .01 .04 

4T2 -.03 .04 .02 .02 .01 .02 .03 .02 .01 .01 .03 -.06 -.02 .00 

5T2 .01 .01 -.01 .03 .00 .04 .00 .03 .00 .01 .00 -.02 -.03 -.01 

6T2 .00 .01 -.01 .03 .00 .00 -.02 .01 .00 .01 -.01 .00 .01 .03 

7T2 -.03 .01 -.03 .03 -.01 -.02 -.03 -.02 -.02 .00 -.01 .00 .00 .03 

8T2 .00 .02 .02 .05 -.01 .01 .01 .02 .00 .03 -.04 -.04 -.04 .00 

9T2 -.04 .01 -.04 .01 -.04 -.02 -.02 .01 -.02 -.01 .01 .00 .01 .06 

10T2 -.02 .03 -.03 .06 .01 .03 .00 .03 .04 .03 -.02 -.03 -.02 .03 

12T2 .01 .02 .01 .02 .06 .00 .00 .01 .05 .02 .01 .05 .00 -.03 

14T2 -.04 -.05 -.06 .01 .00 -.03 -.03 .00 .00 .00 .05 .02 -.03 -.01 

15T2 .01 .01 .02 .03 .00 -.02 -.01 -.02 .01 -.02 -.01 .00 -.01 -.02 

16T2 .01 .00 .00 .02 .04 .00 -.02 .01 .03 -.02 .00 .02 .01 -.01 



106 

 

 

 

Correlation Residuals for the Configural Invariance Model, continued 

 

Item 1T2 2T2 3T2 4T2 5T2 6T2 7T2 8T2 9T2 10T2 12T2 14T2 15T2 

1T2              

2T2 -.03             

3T2 .06 -.01            

4T2 -.04 .03 -.02           

5T2 -.02 .01 -.03 -.01          

6T2 .02 .02 -.03 .00 .07         

7T2 -.04 .00 -.06 -.02 -.01 .01        

8T2 .01 .05 .04 .08 .00 -.02 -.02       

9T2 -.06 .02 -.05 .03 -.03 -.03 .01 .03      

10T2 -.02 .04 -.01 .08 -.04 -.03 .01 .01 .04     

12T2 -.03 .03 .01 .02 .05 .02 .04 .01 .05 .06    

14T2 -.16 -.11 -.14 -.11 -.04 -.07 -.05 -.07 -.06 -.04 .08   

15T2 .01 .04 .03 .01 .01 .01 -.01 -.01 -.01 -.01 -.04 -.03  

16T2 .02 .07 .06 .02 .01 .02 .01 .01 .02 .03 -.01 -.03 .03 
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Table E3 

 

Correlation Residuals for the Metric Invariance Model 

 

Item 1T1 2T1 3T1 4T1 5T1 6T1 7T1 8T1 9T1 10T1 12T1 14T1 15T1 16T1 

1T1               

2T1 -.04              

3T1 .06 -.01             

4T1 -.10 .04 -.02            

5T1 .00 .00 -.05 .00           

6T1 .07 .04 .01 .00 .04          

7T1 -.02 .02 -.01 .01 .01 .03         

8T1 -.02 .03 .03 .08 -.04 -.03 -.06        

9T1 -.07 -.02 -.07 .05 .00 -.03 .00 -.03       

10T1 -.07 .00 -.03 .09 -.02 -.05 -.02 -.02 .13      

12T1 -.01 .02 .02 .05 .04 .00 .02 .02 .05 .00     

14T1 -.07 -.07 -.12 -.07 -.05 -.04 -.07 -.07 -.03 -.06 .05    

15T1 .06 .00 .04 .02 .00 .04 .02 .02 .01 -.04 -.05 -.03   

16T1 .02 .05 .04 .05 .04 .04 .02 .06 .03 -.01 .00 -.03 .06  

1T2 -.02 -.01 .02 -.04 -.02 .01 -.04 -.03 -.04 .00 .02 -.04 .00 -.01 

2T2 -.03 .02 .00 .05 .05 .02 .01 -.03 .01 .03 .04 -.06 .00 .02 

3T2 .00 -.01 -.01 -.05 -.03 .01 -.04 -.04 -.01 .00 .07 -.03 .01 .04 

4T2 -.03 .04 .03 .02 .01 .03 .03 .01 .01 .01 .03 -.07 -.02 -.01 

5T2 .01 .01 -.01 .03 .00 .03 .01 .02 .00 .02 .00 -.02 -.03 -.01 

6T2 .00 .01 -.01 .02 .00 .00 -.02 -.01 .01 .02 -.01 .00 .01 .03 

7T2 -.04 .01 -.02 .02 -.01 -.03 -.03 -.03 -.02 .00 -.01 -.01 .00 .03 

8T2 .00 .02 .02 .04 .00 .02 .02 .01 .01 .04 -.04 -.04 -.04 -.01 

9T2 -.05 .01 -.04 .00 -.04 -.02 -.02 -.01 -.01 -.01 .02 .00 .01 .06 

10T2 -.03 .03 -.03 .06 .00 .03 .00 .02 .04 .03 -.01 -.03 -.02 .03 

12T2 .01 .02 .00 .02 .06 .00 -.01 .02 .05 .02 .01 .06 .00 -.02 

14T2 -.03 -.05 -.06 .02 .00 -.03 -.02 .01 .00 .00 .04 .02 -.03 -.01 

15T2 .01 .01 .01 .03 .00 -.03 -.01 -.01 .00 -.03 -.01 .01 -.01 -.02 

16T2 .01 .00 .00 .03 .04 .00 -.02 .02 .02 -.02 .00 .02 .00 -.01 
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Correlation Residuals for the Metric Invariance Model, continued 

 

Item 1T2 2T2 3T2 4T2 5T2 6T2 7T2 8T2 9T2 10T2 12T2 14T2 15T2 

1T2              

2T2 -.02             

3T2 .06 -.02            

4T2 -.03 .04 -.02           

5T2 -.01 .01 -.04 -.01          

6T2 .02 .02 -.03 .00 .07         

7T2 -.04 .00 -.06 -.01 -.01 .01        

8T2 .02 .07 .05 .10 .02 .00 -.01       

9T2 -.06 .02 -.05 .03 -.04 -.04 .00 .04      

10T2 -.02 .04 -.01 .09 -.05 -.03 .00 .02 .03     

12T2 -.03 .02 .01 .01 .05 .01 .04 .01 .05 .06    

14T2 -.15 -.11 -.13 -.11 -.04 -.07 -.05 -.07 -.06 -.03 .08   

15T2 .00 .04 .03 .00 .01 .00 -.01 -.02 -.01 -.01 -.03 -.03  

16T2 .02 .07 .06 .02 .01 .02 .02 .00 .02 .03 .00 -.03 .04 
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Table E4 

 

Correlation Residuals for the Scalar Invariance Model 

 

Item 1T1 2T1 3T1 4T1 5T1 6T1 7T1 8T1 9T1 10T1 12T1 14T1 15T1 16T1 

1T1               

2T1 -.03              

3T1 .07 -.01             

4T1 -.09 .05 -.01            

5T1 .00 .00 -.05 .01           

6T1 .07 .04 .01 .01 .04          

7T1 -.01 .03 -.01 .02 .01 .03         

8T1 -.02 .03 .03 .09 -.04 -.03 -.06        

9T1 -.06 -.02 -.07 .06 .00 -.03 .00 -.03       

10T1 -.07 .00 -.03 .10 -.02 -.05 -.01 -.02 .13      

12T1 -.01 .02 .02 .05 .04 .00 .02 .02 .05 .00     

14T1 -.07 -.06 -.11 -.07 -.04 -.04 -.07 -.07 -.03 -.06 .05    

15T1 .06 .01 .04 .01 .01 .04 .02 .02 .01 -.04 -.05 -.03   

16T1 .01 .04 .04 .04 .03 .04 .02 .05 .02 -.02 .01 -.02 .07  

1T2 -.01 -.01 .02 -.04 -.02 .01 -.04 -.03 -.04 .00 .01 -.04 .00 -.02 

2T2 -.03 .02 .00 .05 .05 .02 .01 -.03 .01 .03 .04 -.06 .00 .02 

3T2 .00 -.01 -.02 -.05 -.03 .01 -.04 -.04 -.01 .00 .07 -.03 .02 .03 

4T2 -.03 .04 .03 .04 .01 .03 .03 .01 .02 .02 .03 -.07 -.02 -.01 

5T2 .01 .01 -.01 .03 .00 .03 .01 .02 .00 .02 .00 -.02 -.03 -.01 

6T2 .00 .01 -.01 .03 .00 .00 -.02 -.01 .01 .02 -.01 .00 .01 .03 

7T2 -.04 .01 -.02 .03 -.01 -.03 -.03 -.03 -.02 .00 -.01 .00 .00 .03 

8T2 .00 .02 .02 .05 .00 .02 .02 .01 .01 .04 -.04 -.04 -.04 -.01 

9T2 -.05 .01 -.04 .00 -.04 -.02 -.02 -.01 -.01 -.01 .02 .00 .01 .05 

10T2 -.03 .03 -.03 .06 .00 .02 .00 .02 .04 .03 -.01 -.03 -.02 .02 

12T2 .01 .02 .00 .02 .06 .00 -.01 .02 .05 .02 .01 .05 .00 -.02 

14T2 -.03 -.04 -.06 .02 .00 -.03 -.02 .01 .00 .00 .04 .02 -.04 -.01 

15T2 .01 .01 .01 .03 .00 -.02 -.01 -.01 .00 -.03 -.02 .00 -.02 -.01 

16T2 .01 .00 .00 .02 .04 .00 -.02 .02 .02 -.02 .00 .02 .00 .00 
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Correlation Residuals for the Scalar Invariance Model, continued 

 

Item 1T2 2T2 3T2 4T2 5T2 6T2 7T2 8T2 9T2 10T2 12T2 14T2 15T2 

1T2              

2T2 -.02             

3T2 .06 -.02            

4T2 -.02 .05 -.01           

5T2 -.01 .01 -.04 .00          

6T2 .02 .02 -.03 .01 .07         

7T2 -.04 .00 -.06 -.01 -.01 .01        

8T2 .03 .07 .05 .10 .02 .00 -.01       

9T2 -.06 .02 -.05 .04 -.03 -.04 .01 .04      

10T2 -.02 .04 -.01 .09 -.05 -.03 .00 .02 .04     

12T2 -.03 .02 .01 .01 .05 .02 .04 .01 .05 .06    

14T2 -.15 -.10 -.13 -.11 -.03 -.07 -.05 -.07 -.05 -.03 .08   

15T2 .01 .04 .04 .00 .01 .01 -.01 -.02 .00 .00 -.03 -.04  

16T2 .02 .07 .06 .01 .01 .02 .01 .00 .02 .03 .01 -.03 .04 
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Table 1 

Expectancy-Value Constructs and Example Items 

Construct / subtype Description and example items 

Expectancy An individual’s belief about how well he or she will do on an 

upcoming task 

   Ability beliefs How good at math are you? 

   Expectancy How well do you think you will do in your math course this 

year? 

Value The reason(s) an individual engages in or attempts to succeed at 

a task 

   Attainment value For me, being good in math is (not at all – very important). 

   Intrinsic value How much do you like doing math? 

   Utility value In general, how useful is what you learn in math? 

Cost The extent to which successfully engaging in an activity is 

constrained by other factors 

 I have to give up a lot to do well in math. 

 

Note. Example expectancy and value items from Wigfield (1994); cost item from Conley 

(2012). 
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Table 2 

 

Initial Samples for Study 1 and Study 2 

 

   Both time points    

Sample T1 data only  T1 data T2 data  T2 data only Total 

Sample 1    359  113 228  244    944 

Sample 2    359  113 228  244    944 

Sample 3    359  113 227  245    944 

Sample 4    360  112 227  245    944 

Matched       0    951     0    951 

Total 1,437  2,312  978 4,727 

 

Note. In Samples 1-4, a portion of cases—approximately 36 percent—had complete data 

for both time points (i.e., they were matched cases). However, data from only one time 

point was used in each case. For instance, in Sample 1, 341 cases (113 + 228) had 

complete data at both time points; T1 data were used for 113 of the cases, and T2 data 

were used for the other 228 cases. All sample sizes were reduced after the removal of 

multivariate outliers. 
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Table 3 

 

Study 1 Sample Characteristics after the Removal of Multivariate Outliers 

 

 

Characteristic 

Sample 1 

(N = 921) 

Sample 2 

(N = 923) 

Sample 3 

(N = 916) 

Sample 4 

(N = 922) 

T1/first-year students 462 467 457 463 

T2/mid-career students 459 456 459 459 

Computer-based format (%) 10.97 9.21 8.52 9.44 

Female (%) 59.17 58.46 60.04 58.52 

Race/ethnicity
 
(%)

a
     

   American Indian 1.25 0.71 1.10 1.42 

   Asian 6.06 6.61 7.55 6.55 

   Black 6.06 5.54 5.40 5.66 

   Hispanic 4.10 4.82 3.96 5.84 

   Pacific 0.89 0.89 0.72 0.35 

   White 88.06 87.86 88.13 88.14 

Mean age 

(SD) 

19.42 

(1.48) 

19.42 

(1.75) 

19.37 

(1.34) 

19.44 

(1.67) 

Mean SAT-Math score 

(SD) 

572.40 

(68.17) 

575.21 

(69.65) 

574.51 

(67.24) 

573.91 

(73.13) 

Mean SAT-Verbal score 

(SD) 

564.95 

(74.44) 

565.20 

(72.54) 

565.39 

(74.62) 

563.61 

(70.30) 

Mean cumulative GPA
b
 

(SD) 

2.81 

(0.87) 

2.78 

(0.84) 

2.78 

(0.84) 

2.73 

(0.93) 

Mean earned credits
b
 

(SD) 

55.79 

(7.83) 

56.15 

(7.92) 

55.97 

(8.19) 

55.53 

(7.89) 

 
a
 Race/ethnicity reported only for students who specified their race/ethnicity at T2 (61 

percent of each sample).  Percentages may sum to more than 100% in each sample 

because students were able to select multiple responses. Race/ethnicity from students 

with T1 data only is not included in the figures.  

b
 Mean cumulative GPA and earned credits reported only for the mid-career (T2) students 

in each sample (approximately half of each sample). Incoming (T1) students did not yet 

have a GPA or credits earned through the university. 
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Table 4 

 

Study 1 Model Fit Indices 

 

Model df χ
2

SB RMSEASB SRMR CFISB AIC 

Sample 1       

   Unidimensional 90 2313.28 .20 .14 .76 3431.21 

   Two-factor 89 1660.09 .16 .13 .84 2309.04 

   Bifactor 84 546.56 .08 .07 .96   664.92 

   Three-factor 87 495.74 .08 .04 .97   609.88 

Sample 2       

   Unidimensional 90 2128.00 .19 .13 .79 3134.78 

   Two-factor 89 1506.35 .15 .12 .87 2091.89 

   Bifactor 84 527.06 .08 .06 .97   622.38 

   Three-factor 87 474.22 .07 .04 .97   565.82 

Sample 3       

   Unidimensional 77 2115.67 .20 .13 .75 3015.25 

   Two-factor 76 1317.38 .15 .12 .86 1733.38 

   Bifactor 72 370.25 .07 .06 .97   451.21 

   Three-factor 74 328.19 .06 .03 .98   406.86 

Sample 4       

   Unidimensional 77 1767.63 .18 .12 .82 2512.82 

   Two-factor 76 1093.33 .14 .11 .90 1425.45 

   Bifactor 72 404.81 .07 .06 .97   497.41 

   Three-factor 74 369.31 .07 .04 .98   458.96 

 

Note. Fit indices that meet recommended cutoffs are shown in boldface (RMSEASB ≤ .05, 

SRMR ≤ .07, CFISB ≥ .96; Yu & Muthén, 2002). AIC does not have an absolute cutoff; 

rather, a model with a smaller AIC provides more parsimonious fit than one with a larger 

AIC. Item 11 was dropped from the analyses in Samples 3 and 4, hence, degrees of 

freedom differ across models of the same name. 
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Table 5 

 

Parameter and Reliability Estimates for the 14-Item Three-Factor Model 

 

 Sample 3  Sample 4 

 

Item 

Unstandardized pattern 

coefficient (SE) 

Error, 

1−R
2
 

 Unstandardized pattern 

coefficient (SE) 

Error, 

1−R
2
 

1   .73 (.03) .40    .69 (.03) .45 

2   .82 (.03) .29    .80 (.02) .31 

3   .89 (.03) .26    .87 (.03) .23 

4   .88 (.03) .34    .80 (.03) .44 

5   .82 (.03) .38    .83 (.03) .37 

6   .93 (.03) .25    .88 (.03) .29 

7   .94 (.03) .28    .93 (.03) .30 

8   .92 (.04) .40    .81 (.03) .48 

9 1.02 (.04) .28    .99 (.04) .26 

10 .96 (.04) .34  1.00 (.03) .30 

12 1.17 (.05) .51  1.03 (.06) .60 

14 1.11 (.05) .33    .93 (.04) .46 

15 1.11 (.05) .40    .98 (.05) .47 

16 1.18 (.05) .38  1.08 (.04) .41 

Expectancy ω:           .89   .88  

Value ω: .93   .92  

Cost ω: .85   .80  

 

Note. SE = standard error. To set the metric of the latent variables, the latent factor means 

and variances were fixed to zero and one, respectively.  Standardized parameter estimates 

are shown in Figures 11 and 12. 
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Table 6 

 

Study 2 Sample Characteristics after the Removal of Multivariate Outliers 

 

Characteristic Matched sample (N = 912) 

Computer-based format at T1 (%) 8.00 

Computer-based format at T2 (%) 8.55 

Female (%) 64.91 

Race/ethnicity (%)  

   American Indian .66 

   Asian 6.25 

   Black 2.63 

   Hispanic 3.73 

   Pacific 2.19 

   White 89.36 

Mean age at T1 (SD) 18.42     (.39) 

Mean age at T2 (SD) 19.89     (.39) 

Mean SAT-Math score (SD) 579.91 (64.69) 

Mean SAT-Verbal score (SD) 571.60 (69.52) 

Mean cumulative GPA (SD)
a
 3.12     (.43) 

Mean earned credits (SD)
a
 52.30   (6.26) 

 
a
 Mean cumulative GPA and earned credits reported as of time point 2 (mid-career).
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Table 7 

 

Study 2 Model Fit Indices 

 

Model df χ
2

SB RMSEASB SRMR CFISB 

T1 only   74   385.40 .07 .04 .97 

T2 only   74   397.18 .07 .04 .97 

Configural 321   998.92 .05 .04 .98 

Metric 332 1033.14 .05 .04 .98 

Scalar 343 1203.69 .06 .04 .97 

 

Note. Fit indices that meet recommended cutoffs are shown in boldface (RMSEASB ≤ .05, 

SRMR ≤ .07, CFISB ≥ .96; Yu & Muthén, 2002).



Table 8 

 

Parameter and Reliability Estimates for the Scalar Invariant Model 

 

 

 

 

Item 

 

 

 

Intercept 

 

Unstandardized 

pattern 

coefficient 

Standardized 

pattern 

coefficient 

(T1, T2) 

 

 

Error, 1−R
2
 

(T1, T2) 

 

 

 

Autocorrelation 

1 1.12 .86 .76, .78 .43, .39 .08 

2 .55 .93 .82, .87 .34, .25 .01 

3* .00 1.00 .86, .88 .27, .23 .04 

4 .60 .90 .72, .81 .48, .35 .03 

5 .37 .97 .73, .83 .46, .31 .05 

6* .00 1.00 .81, .88 .35, .23 .02 

7 -.21 1.03 .80, .88 .37, .23 .02 

8 .25 .93 .69, .78 .53, .39 .05 

9 -.25 1.05 .78, .87 .39, .24 .00 

10 -.39 1.05 .75, .86 .44, .27 .04 

12 1.31 .94 .59, .65 .65, .58 .14 

14 .49 .85 .73, .75 .47, .43 .07 

15* .00 1.00 .78, .80 .39, .36 .03 

16 .24 1.00 .71, .85 .50, .28 .04 

Expectancy ω: .87, .90    

Value ω: .89, .94    

Cost ω: .79, .84    

 

Note. To set the metric of the latent variables, the unstandardized intercepts and pattern 

coefficients were fixed to zero and one, respectively, for referent indicator items 3 

(Expectancy), 6 (Value), and 15 (Cost).



Table 9 

 

Latent and Observed Mean Differences 

 

 Latent  Observed 

Factor T1 M (SD) T2 M (SD) Δ p d  T1 M (SD) T2 M (SD) Δ p d 

Expectancy 6.51 (.82) 6.45  (.89) -.06 .78 -.06  6.55 (.80) 6.51  (.86) -.04 .20 -.04 

Value 6.62 (.76) 6.42  (.97) -.20 .37 -.19  6.60 (.81) 6.41 (1.00) -.19 <.01 -.18 

Cost 2.32 (.92) 2.79 (1.09) .47 <.05 .46  2.71 (.99) 3.15 (1.12) .44 <.01 .38 

 

Note. N = 912. Means (M), standard deviations (SD), and mean differences (Δ) are reported on a 1-8 response scale.  Mean differences 

are computed as T2 mean minus T1 mean.  A negative mean difference indicates a decrease from T1 to T2; a positive mean difference 

indicates an increase from T1 to T2.



Table 10 

 

Latent and Observed Factor Correlations 

 

Factor 1 2 3 4 5 6 

1. ExpectancyT1  .62 -.55 .35 .22 -.29 

2. ValueT1 .55  -.39 .31 .31 -.26 

3. CostT1 -.45 -.32  -.29 -.23 .47 

4. ExpectancyT2 .33 .28 -.24  .65 -.48 

5. ValueT2 .21 .30 -.20 .61  -.41 

6. CostT2 -.25 -.22 .42 -.43 -.36  

 

Note. N = 912. Observed correlations below the main diagonal, latent correlations above 

the main diagonal. 
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Table 11 

 

Individual Change from Time Point 1 to Time Point 2 

 

 Decrease  No change  Increase 

Scale n %  n %  n % 

Expectancy 396 43.42  141 15.46  375 41.12 

Value 461 50.55    70   7.68  381 41.78 

Cost 282 30.92    89   9.76  541 59.32 

 

Note. N = 912. Change calculated as total scale score at time point 2 minus total scale 

score at time point 1. Negative differences (< 0) are considered decreases, and positive 

differences (> 0) are considered increases.
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Figure 1. Unidimensional model.
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Figure 2. Correlated two-factor model.
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Figure 3. Bifactor model.
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Figure 4. Correlated three-factor model.
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Figure 5. Standardized pattern coefficients and error variances in the 15-item bifactor model, Sample 1.
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Figure 6. Standardized pattern coefficients and error variances in the 15-item bifactor model, Sample 2. 
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Figure 7. Standardized pattern coefficients and error variances in the 15-item three-factor model, Sample 1.
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Figure 8. Standardized pattern coefficients and error variances in the 15-item three-factor model, Sample 2.
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Figure 9. Standardized pattern coefficients and error variances in the 14-item bifactor model, Sample 3.
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Figure 10. Standardized pattern coefficients and error variances in the 14-item bifactor model, Sample 4.
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Figure 11. Standardized pattern coefficients and error variances in the 14-item three-factor model, Sample 3.
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Figure 12. Standardized pattern coefficients and error variances in the 14-item three-factor model, Sample 4.
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Figure 13. Individual change in Expectancy from time point 1 to time point 2 for a 

random sample of 91 (10%) students. Thirty-four students had decreases, 34 students had 

increases, and 23 students had no change in Expectancy between time points.
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Figure 14. Individual change in Value from time point 1 to time point 2 for a random 

sample of 91 (10%) students. Forty-four students had decreases, 43 students had 

increases, and 4 students had no change in Value between time points. 
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Figure 15. Individual change in Cost from time point 1 to time point 2 for a random 

sample of 91 (10%) students. Thirty-two students had decreases, 50 students had 

increases, and 9 students had no change in Cost between time points. 
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